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ABSTRACT 

 

With the easy availability of technology, smartphones are playing an important 

role in every person’s life. Also, with the advancements in computer vision 

based research, Automatic Driving cars, Object Recognition, Depth Map 

Prediction, Object Distance Estimation, have reached commendable levels of 

intelligence and accuracy. Combining the research and technological 

advancements, we can be hopeful in creating a computer vision based mobile-

application which will help guide visually disabled people in performing their 

day to day tasks with easily available mobile applications. With our study, the 

visually disabled can perform simple tasks like outdoor/indoor navigation 

without encountering obstacles, also they can avoid accidental collisions with 

objects in their surroundings. Currently, there are very few applications which 

provide the same assistance to the visually impaired. Using physical tools like 

sticks is a very common practice when it comes to avoiding obstacles in a 

visually disabled person’s path. Our study will be focused on object detection 

and depth estimation techniques- two of the most popular and advanced fields in 

Intelligent Computer vision studies. We have explored more on the traditional 

challenges and future hopes of incorporating these techniques on embedded 

devices. 

Keywords :  Machine Learning, Computer Vision, Mobile Application 

Development, Cloud Computing 

 

I. INTRODUCTION 

 

The growth of machine learning has proven to be 

vital in solving complex problems which otherwise 

could have taken a lot of effort and thousands of lines 

of code to be solved. The application of ML is solving 

computer vision based problems is extremely obliging 

as perception of vision by computers is very different. 

The application which we are planning to build relies 

completely on two important steps- determining the 

object if any in the path of the user and secondly, 

determining the distance of the object from the 

user(the blind person). Object detection will help us 

determine the position and identify the object. [1] 

Depth estimation will be crucial in determining the 

distance of the object from the user. 
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One of the key problems in computer-vision was to 

predict the depth of a given image. Traditional 

approaches [16], highly relied on masking algorithms 

to solve this issue with reasonable accuracy but the 

key trade-off is that these techniques have a lot of 

hardware requirement. Our motive is to provide an 

application which will be readily available and usable.  

 

Monocular depth estimation models can be trained 

with the help of standard state of the art datasets [17], 

[18]. But a common observation persists that machine 

learning based approaches always incur a lot of 

prediction even on powerful computing devices. 

Hence our primary priority is to use light-weight 

computation models such as the MobileNet. 

 

 

SYSTEM ARCHITECTURE 

 

 
Fig.1 System Architecture 

 

1. Information Gathering : The information is 

captured using the device’s camera. With the 

advancements in camera quality in mobile phones, 

we can expect satisfactory results in the image quality. 

2. Depth Estimation; is crucial in order to obtain the 

depth value associated with each object in the image. 

Depth values will eventually give us the distance of 

each object from the user/viewer. 

3. Object Detection: In the aiding application, object 

detection will play a crucial role in obtaining 

information about an object and its exact position 

with reference to the user. 

3. Sentiment Generation and Audio Output: 

Sentiment generation will be used to summarize the 

information in the image so that the user can 

understand the view or objects present before him. 

The summary will be generated similar to table 3 and 

then narrated to the user by using the device speakers.  

 

A. Depth Estimation 

Depth sensing is a critical function for robotic tasks 

such as localization, mapping and obstacle detection. 

There has been a significant and growing interest in 

depth estimation from a single RGB image, due to the 

relatively low cost and size of monocular cameras. 

However, state-of-the-art single-view depth 

estimation algorithms are based on fairly complex 

deep neural networks that are too slow for real-time 

inference on an embedded platform, for instance, 

mounted on a micro aerial vehicle. With our 

application, we have encorporated the use of fast 

depth estimation model- the MobileNet[10]. 

 

Since we are building an application that highly 

depends on real-time prediction, we need to make 

sure that the accuracy is high as well as the 

prediction time of our model is as low as possible. 

State of the art depth estimation models which are 

trained on heavy datasets, rely on complex 

architectures for training their models and thus end 

up with higher prediction time as proposed in [6]. 

 

Due to the performance constraints, we selected one 

of the best performing model with the least 

complexity to perform the depth estimation task in 

our application[10]. 

 

In the findings in [10],  the depth estimation neural 

network uses a Mobile Net Architecture which is a 

very light weight deep learning architecture with 

very few training parameters as compared to the 



Volume 7, Issue 3, May-June-2021 | http://ijsrcseit.com 

Shubhada Mone et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol, May-June - 2021, 7 (3) : 488-494 

 

 

 
490 

other famous architectures. The point to notice here 

is that, the efficiency comes at the cost of reduced 

accuracy with MobileNet Architecture. 

 

How did MobileNet architecture for Depth 

estimation [10] achieve such high performance? - 

Along with using a light weight architecture, other 

key factors such as Depthwise separable convolutions, 

network prunning, skip connections, using addition 

of channels instead of concatenation have helped the 

model to performing exceptionally well with 

embedded devices. 

 

Traditional convolutions: In traditional convolutions, 

a 3-dimensional kernel is used to perform 

convolutions on all the channels (R, G and B) of a 

given image. This process is computationally 

expensive during training since the number of 

multiplications per convolution are 3*3*Si*Si*Sk*Sk, 

where the given image is a 3-channel image, Sk is the 

height and width of the kernel and Si is the height 

and width of the given image. 

 

Depth-wise separable convolutions: It is a technique 

where we perform convolutions with kernels of size 

1*1*N considering that the image has N channels. 

This method is very computationally efficient and 

has provided multiple order magnitude of speedup, 

hence widely used in the MobileNet architecture [10].  

Pruning; is the process of removing weight 

connections in a network to increase inference speed 

and decrease model storage size. In general, neural 

networks are very over parameterized. Pruning a 

network can be thought of as removing unused 

parameters from the over parameterized network. 

 

In our application, the distance of a detected object 

from the viewer will be estimated with the help of 

depth estimation. 

 

 
Fig.2 - Traditional Convolution 

 

 
Fig.3 - Depth-wise Separable Convolution 

 

 
Fig.4 - MobileNet Architecture for Depth Estimation 

 

Experimentally Observed Average Prediction Time 

with MobileNetV3 Object Detection: 10ms. 

Image Size: 240x240x3. 

 

Some previous work has been done on the techniques 

of distance estimation from an object given in an 

image[8]. But this technique uses the ResNet50 [9] 

architecture in Distance Regressor model which is 

very heavy for computations. 
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B. Object Detection 

Object detection algorithms such as YOLO[4], SSD[3], 

HOG[2], Fast R-CNN are used in several applications 

today. However, it is observed that Single Shot 

Detector(SSD) has outperforms the other algorithms 

in terms of prediction time and fast computation. The 

YOLO algorithm is observed to be ineffective in cases 

where target objects are closely placed in the image 

and cases where the target object is very large [5]. 

 

Many famous architectures used for object detection 

such as ResNet and VGG16 are computation-heavy 

and hence cannot be easily used on embedded 

devices. In our application, we use the MobileNet 

SSDv2 model [11] because it is a light weight model 

and it can deliver expected performance even on 

embedded devices. [11] describes an efficient 

network architecture and a set of two hyper-

parameters in order to build very small, low latency 

models that can be easily matched to the design 

requirements for mobile and embedded vision 

applications. The MobileNet structure is built on 

depth-wise separable convolutions [7] as mentioned 

in the previous section except for the first layer 

which is a full convolution. By defining the network 

in such simple terms we are able to easily explore 

network topologies  to find a good network. 

 

MobileNet can also be deployed as an effective base 

net-work in modern object detection systems. [12] 

reported results for MobileNet trained for object 

detection on COCO database which won the 2016 

COCO challenge. MobileNet Architecture used for 

Multiple Object detection: 

 

Table.1 MobileNet Architecture 

 

Type / Stride Filter Shape Input Size 

Conv / s2 3 x 3 x 3 x 32 224 x 224 x 3 

 

Conv dw / s1 

3 x 3 x 32 dw 112 x 112 x 32 

Conv / s1 1 x 1 x 32 x 64 112 x 112 x 32 

Conv dw / s2 3 x 3 x 64 dw 112 x 112 x 64 

Conv / s1 1 x 1 x 64 x 128 56 x 56 x 64 

Conv dw /s1 3 x 3 x 128 dw 56 x 56 x 128 

Conv / s1 1 x 1 x 128 x 128 56 x 56 x 128 

Conv dw / s1 3 x 3 x 128 dw 56 x 56 x 128 

Conv / S1 1 x 1x 256 x 256 28 x 28 x 128 

Conv dw / s2 3 x 3 x 256 dw 28 x 28 x 256 

Conv / s1 1 x 1 x 256 x 256 28 x 28 x 256 

5X Conv dw  / 

s1 Conv / s1 

3 x 3 x 512 dw 

1 x 1x 512 x 512 

14 x 14 x 512 

14 x 14 x 512 

Conv dw / s2 3 x 3 x 512 dw 14 x 14 x 512 

Conv / s1 1 x 1 x 512 x 1024 7 x 7 x 512 

Conv dw / s2 3 x 3 x 1024 dw 7 x 7 x 1024 

Conv / s1/ 1 x 1 x 1024 x 

1024 

7 x 7 x 1024 

Avg Pool / s1 pool 7 x 7 7 x 7 x 1024 

FC / s1 1024 x 1000 1 x 1 x 1024 

Spftmax / s1 Classifier 1 x 1 x 1000 

 

Table.2 Comparison of MobileNet with other Deep 

Learning Architectures 

 

Framew

ork 

Resoluti

on 

Model mAP Billio

n 

Mult-

Adds 

Millio

n 

Param

eters 

SSD 300 Deeplab-VGG 

Inception V2 

MobileNet 

21.1% 

22.0% 

19.3% 

34.9 

3.8 

1.2 

33.1 

13.7 

6.8 

Faster-

RCNN 

300 

VGG 

Ineception V2 

MobileNet 

22.9% 

15.4% 

16.4% 

64.3 

118.2 

25.2 

138.5 

13.3 

6.1 

Faster-

RCNN 

600 

VGG 

Ineception V2 

MobileNet 

25.7% 

21.9% 

19.8% 

149.6 

129.6 

30.5 

138.5 

13.3 

6.1 

 

Experimental Average Prediction Time with 

MobileNet SSDV2 Object Detection: 110ms 

Image Size: 320x320x3 
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C. Combined Inference 

Combined inference is our algorithm wherein, based 

on the detected object, we will find the approximate 

distance between our user and the object by referring 

to the object’s depth colour. Darker the colour, closer 

is the object. 

 

A bounding box will be constructed around the 

object and an average of all the pixel values within 

the bounding box will be taken to calculate the object 

distance. 

 

 

 
Fig.5 Combined Inference and Distance estimation 

 

In figure 5, the object distance from the viewer is 

obtained from a single object which is the ‘sofa’. But, 

if the same approach is used for all the detected 

objects in the image, we infer a better results about 

the surroundings. 

 

Table.3 Inference generation 

 

Object Range Relative 

Position 

Sofa Close Left  

Television Close Right  

Chair Far Center 

… … … 

 

For simplicity in the results, we have divided the 

Distance Map into three segments viz. Close-

Medium-Far. By doing this, we have a chance to 

compensate for the errors caused in average pixel 

values because of inaccurate bounding boxes.  

 

After this step, the application will narrate the 

outputs of the table to the user. Audio signal output 

or outputs generated in the form of physical signals 

like vibrations could also prove to be vital in this case. 

 

II. CONCLUSION 

 

We have studied and applied the state of the art 

techniques of Depth Estimation and Object Detection 

- the 2 most important concepts when it comes to 

designing a software for the visually disabled. With a 

comparative study and analysis of MobileNet based 

machine Learning architectures, we have thus 

explored the wide possibilities of designing machine 

learning models for embedded devices. 
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