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ABSTRACT 

 

Ambiguity in digital citation databases is a major bottleneck in attribution of 

proper credit to authors and thus hampers the process of profiling authors in 

true sense. It is quite common for academics and researchers to share common 

or similar names and the recent surge of digital citation records has amplified the 

problem exponentially. Realizing the prowess of information and 

communication technologies and the ease with which the information can be 

stored, managed and shared online, traditional publishers and databases have 

joined the bandwagon and embarked on the journey of digitizing their records. 

In the absence of an effective mechanism, it becomes extremely difficult for a 

computer to discriminate between similar entities and more so in case of our 

names. This paper highlights some of the major advantages and drawbacks of 

prominent categories of solutions by supporting the inferences with relevant 

backups, wherever required. 
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I. INTRODUCTION 

 

In any society there has always been a sort of 

scarcity of name options which one can choose from 

to give name, which is a basic identification, to our 

newborn. This not so seemingly a matter of concern 

for humans poses a major challenge in the world 

being increasingly dominated by computers. 

Humans have always been better in differentiating 

similar things in a much better way which at times 

is based on background knowledge. This becomes 

quite a herculean task for automated computer 

based systems. Therefore some sort of training or 

other measure needs to be adopted to effectively 

discriminate named entities. 

 

Due to diverse factors the academic activities have 

received considerable impetus in last few decades. 

This has led to exponential rise in publication of 

books, articles and other academic or research 

material. Publication of research findings in the 

form of journal articles, conference papers, book 

chapters, etc. is a major activity of the people 

working in higher education institutions and R&D 

institutions worldwide. Since these publications are 

being increasingly stored in the form of digital 
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citations by various scientific databases [4], 

differentiating between similar named authors has 

become a cause of concern for various services in 

this domain. This has led to proposal and 

development of various name disambiguation 

techniques based on varying consideration, with 

equally varying efficiencies [1, 2]. 

Despite numerous efforts, some of which are 

currently being employed by digital citation 

databases, the problem is still looming large and it is 

not very rare to find papers wrongly listed under 

the profiles of same or similar named authors. The 

ambiguity in author names results in two scenarios, 

a) where the publications of an individual are listed 

under more than one author names, which is 

referred to as ‘split citation problem’ and b) where 

the publications of two or more individuals are 

listed under a single author, which is referred to as 

‘mix citation problem’. Here an individual means a 

real life singular entity i.e. human and author means 

an entity identified by the citations database. 

 

In this paper an attempt has been made to identify 

prominent reasons behind the existence of 

ambiguity either in the form of split citation or 

mixed citation problem and a summary of 

prominent and path-breaking techniques in the 

concerned domain is presented. The main aim of 

this article is to help new researchers in this area to 

help them bootstrap their efforts and provide them 

with a gist of representative techniques. 

 

II. ATTRIBUTES USED FOR NAME 

DISAMBIGUATION 

 

Studies available in the public domain aimed at author 

name disambiguation have listed various attributes of a 

publication which can be employed in diversified 

combinations for obtaining desirable results. 

Traditional attributes forming the metadata of a 

publication are readily available however, obtaining 

additional or privileged attributes and information is a 

resource intensive task. A summary of these attributes, 

their expected effect and availability is provided in [3]. 

A total of eight different publications’ attributes viz. 

title (of publication), author(s), email ID(s), 

affiliation(s), venue, year-of-publication, references 

and contents have been listed in [3]. Though some of 

these attributes like title, authors, venue, year-of-

publication and references can be obtained easily, 

others like, affiliations, email IDs, and contents may 

not be available for all of the publications of an 

individual without hassles. In addition to their 

availability the efficiency of all of these attributes is a 

major consideration. It is quite vivid that more the 

number of attributes used by a technique for 

disambiguation purposes, the more it’s time and space 

complexity will be. Thus researchers working in this 

domain have to choose with extreme caution the type 

and number of attributes to make their proposed 

techniques relevant for large scale practical usage [3]. 

 

III. MAJOR NAME DISAMBIGUATION 

TECHNIQUES, THEIR ADVANTAGES AND 

DRAWBACKS 

 

Digital scientific databases list millions of citation 

records which mostly include a list of authors, the 

title of the publication and some other attributes. 

These attributes are not disjoint in true sense as 

common terms like name(s) of author(s), publication 

venue, year, etc. may be common between a huge 

number of these digital citation records or 

publications for simplicity. Due to this inherent 

property ambiguity is bound to happen and it can 

lead to any of the two cases listed above. Owing to 

this ambiguity in publications has received 

significantly high attention from the research 

community. Thus a number of advanced techniques 

to solve this problem have been proposed in the 

literature as evidenced by two promising summaries 

of work conducted on author name disambiguation 
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[2, 17]. Though techniques proposed so far have 

listed the existing techniques under various 

headings, these techniques have mainly been 

classified under two categories based on their 

dependency on the training set. If the technique 

depends upon the training set, it is classified as 

Supervised, other Unsupervised.  

Machine learning plays a crucial role in case of 

supervised techniques [8, 9, 10] where the 

disambiguation model is trained beforehand and 

once the requisite training is imparted the trained 

model can be put to use to disambiguate ambiguous 

authors. To achieve better efficiency and efficacy 

both positive and negative labeled information has 

used to train the model in some of the proposed 

studies. Such techniques assign the references to 

their authors by employing a supervised machine 

learning technique. In other words a set of 

references to authors with their attributes, the 

training data D is provided as input, which is 

positively labeled i.e. references for which the 

correct authorship is known. Each example is 

composed of a set X of n attributes {X1, X2, . . . , Xn} 

along with a special variable called the author. This 

author variable ‘a’ draws its value from a discrete set 

of labels {a1, a2, . . . , an}, where each label uniquely 

identifies an actual author. The examples used in the 

training generate a disambiguation function that 

maps the attributes in the training examples to the 

correct author. On the other hand the test set (T) for 

the ambiguity resolution task consists of a set of 

references for which the attributes are known while 

the correct author is unknown. In this process the 

job of disambiguation function is to correctly derive 

the correct mapping between the attributes and the 

authors based on the references in the test set. 

It has been observed that supervised learning based 

author name disambiguation techniques produce 

excellent results when they are subjected to a large 

number of examples of citations for each author [2]. 

In addition these methods have the advantage of 

performing the disambiguation in incremental 

fashion, wherein, if the existing collection of 

references has been disambiguated by either using 

automatic or manual means, new citations can be 

efficiently disambiguated by employing the trained 

model. Despite their efficiency as evidenced by their 

practical use (as reported in the relevant literature) 

the acquisition of collection of labeled examples for 

each author becomes a herculean task in view of 

exponential rise in the number of authors producing 

ever increasing publications [5]. Application of such 

methods in case of digital libraries may not result in 

expected results owing to their dynamic nature. In 

such cases keeping pace with the changes in the 

publication environment may not be possible for 

such extremely large systems maintaining data 

about diverse authors, subjects, areas, etc. Moreover, 

training the model for unavoidable change in author 

interests over time and incorporating each such 

training model may not be feasible on one hand and 

scalable on the other. 

However most of the unsupervised methods use a 

clustering algorithm to group publications on the 

basis of a distance function [19]. Detailed 

discussions about these methods can be found in [1, 

2, 5, 17, 18, 19, 20]. Techniques in this category of 

disambiguation try to directly assign publications to 

authors by optimizing the fit between a set of 

references to an author and some mathematical 

model used to represent that author. Clustering 

techniques use a probabilistic framework to 

determine the author in an iterative way to fit the 

model of the authors. The process of resolving 

ambiguity works in stages or iterations where each 

step or iteration use one or a combination of 

attributes to fine tune the results for the next 

iteration. This process continues until a stop 

condition is reached, for instance, after a number of 

iterations or all the publication attributes under 

consideration have been used to derive the 

disambiguated results. Expectation-Maximization 
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(EM) [6] and Gibbs Sampling [7] are commonly used 

in such cases. 

These methods have the advantage of being able to 

directly assign a new addition to the already 

disambiguated publications for an author however 

their dependence on some sort of special 

information like correct number of authors which 

may not be available in advance, thus limiting their 

potential use where it may not be either possible or 

practical to guess the exact number of distinct 

authors. Another drawback of clustering based 

name disambiguation techniques is that they tend to 

be slower in action as compared to their supervised 

counterparts because of the number of iterations 

through which each new reference will have to go 

through. 

The techniques classified above use diverse 

combinations of basic information or traditional 

publication attributes like name author(s), title and 

publication venue, however, the rise in academic 

and scientific productivity has made it almost 

infeasible to derive meaningful results by just 

employing these basic attributes. In the quest to 

improve the performance of disambiguation task 

some studies [5, 11, 12, 13, 14, 15, 16] have 

successfully proposed the use additional attributes 

or implicit information from varying sources on the 

Web for effective disambiguation. Torvik et. al. [11] 

proposed a probabilistic model for author name 

disambiguation in Medline. This model uses 

affiliation of author(s) in addition to traditionally 

used publication attributes in Medline for 

calculation of pairwise similarity score between two 

ambiguous papers. The disambiguation model 

proposed by Kanani et al. [12] uses additional 

information from the Web and view the 

disambiguation task as a graph partitioning problem. 

The additional information is obtained in a resource 

bound manner to prevent information overload and 

the information obtained from search results is 

incorporated as additional feature or as an additional 

node in the graph. Additional information obtained 

from the Web improves the efficiency of 

disambiguation considerably [13]. Yang et al., [13] 

uses Web correlation in addition to Topic 

correlation, where similarity between a pair of 

ambiguous publications is estimated from their 

correlation on the Web. Implicit information about 

co-authors of conflicting publications is obtained 

from the Web [14] and explicit information from 

Web pages and curricula vitae of target authors is 

obtained and used for disambiguation in [15]. 

The model proposed by D’Angelo et al. [16] uses 

additional information about affiliation and research 

areas of authors to improve the performance of 

disambiguation in a specific domain. The additional 

information used in [5] is e-mail ID and affiliation 

of authors. These additional attributes were 

obtained from PDF of publications where these 

were available however in case PDF is not available 

affiliation information was obtained from select 

sources on the Web, if available. 

 

IV. CONCLUSIONS 

 

All the major name disambiguation techniques 

including supervised and unsupervised or those 

using additional information have their advantages 

and drawbacks. The supervised techniques are good 

at disambiguation provided the situation remains 

stagnant whereas despite being slow the 

unsupervised techniques have the potential to 

disambiguate new additions in a much better 

fashion. Despite additional attributes or publication 

information having a profound impact on the 

disambiguation performance of author name 

disambiguation, the use of additional attributes faces 

various inherent hindrances. The primary concern is 

their availability [2, 3]. In most of the digital 

libraries traditional attributes like author(s), title, 

publication venue, year-of-publication and a list of 

reference used by a particular publication form the 
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metadata about publications they store. This means 

that techniques proposing the use of additional 

attributes or information, as listed in [3], have to 

devise some effective and efficient mechanism to 

gather or extract the required additional 

information. For instance, Springer database 

includes the affiliation(s) of author(s) but the viewer 

has to expand that information by clicking on the 

provided hyperlinks. For an automated process 

clicking on the right hyperlink, for extraction of 

affiliation(s) information of author(s) adds a lot to 

the complexity of the process. The 

extraction/gathering of other additional publication 

attributes like keywords, etc. may be more 

cumbersome in some cases. Thus before deciding on 

the use of this additional or privileged information 

one has to strike a balance between efficiency and 

accuracy. In practical situations, such as 

disambiguating publications digital derived from a 

digital library, additional attributes or publication 

information can be used on an adhoc basis without 

employing too much efforts and resources for 

gaining access to this additional information. 
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