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Telephonic campaign are one of the most effective ways to reach individuals to
sell products but many a time or most of the time is wasted on customers that do
not need the products. But this algorithm simply based on the data can tell
whether the customer will buy the term deposit or not accurately, which
reduces the time wastage and increases efficiency.
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I. INTRODUCTION

Telephonic selling campaigns still stay one in all the

foremost effective thanks to reach dead set
individuals. However, they need vast investment as
giant decision centers area unit employed to truly
execute these campaigns. Hence, it's crucial to spot
the shoppers possibly to convert beforehand in order

that they'll be specifically targeted via decision.

you're supplied with the shopper information such as:

age of the shopper, their job sort, their legal status,
etc. together with the shopper information, you're
conjointly supplied with the knowledge of the
decision like the period of the decision, day and
month of the decision, etc. Given this info, your task
is to predict if the shopper/customer will purchase

term deposit.

II. METHODS AND MATERIAL

Proposed Solution
e Supervised Machine Learning

Supervised learning means you've got input variables
(x) and output variables (Y), and use algorithms to
find out the mapping function from input to output.
Y = f(X)

The goal is to approximate the mapping function well
in order that once you have new input file (x), you'll
predict the output variable (Y) of that data [1]. It’s
called supervised learning because the method of
learning algorithms from the training data set are
often considered the teacher of the supervised
learning process. We all know the right answer, and
therefore the algorithm iteratively makes predictions
on the training data, which are corrected by the
teacher.

When the algorithm reaches a suitable level of
performance, learning

stops. Regression and
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classification issues are two types of supervised

learning tasks.

e (lassification:

A classification problem is when the output variable
may be a category, like “red” or “blue” or “disease”

and “no disease” [2].

e Regression:

A regression problem is when the output variable

may be a real value, like “dollars” or “weight”. [3]

Some common problem types built on classification
and regression include recommendation and time
series forecasting, respectively. Since we are dealing
with classification-related issues, this is why we will

use supervised machine learning.
Data Preprocessing

The information collected from the field contains
numerous superfluous things that lead to mistake
examination. For illustration, the information may
contain purge areas, may contain columns that are
not significant to the current examination, and so on.
Subsequently, the information must be pre-processed
to meet the necessities of the sort of examination
you're trying to find. This can be exhausted during
the preprocessing module.

Go toopen file... option under the Preprocess tag
select your file.[4][5]
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Figure 1: Preprocess windows
When the file is opened, your screen will look like
this:
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Figure 2: File view
This screen shows details about data we have.

Data
You are provided with following files:
1. train2.csv: Use this dataset to train the model. The
client and call information, as well as the target
variable "subscribed," are all contained in this file.

You must use this file to train your model.

IN

test.csv: Use the trained model to predict whether
a new set of clients will subscribe the term

deposit.

The dataset is downloaded from UCI Repository
Link: https://archive.ics.uci.edu/ml/index.php [6]
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Data Dictionary
Here is the description of all the variables:
Variable Definition

ID Unique client ID

age Age of the client

job Type of job

marital Marital status of the client

education Education level

default Credit in default.

housing Housing loan

loan Personal loan

contact Type of communication

month Contact month

day_of_week Day of week of contact

duration Contact duration

campaign number of contacts performed during this
campaign to the client

pdays number of days that passed by after the client
was last contacted

previous number of contacts performed before this
campaign

poutcome outcome of the previous marketing campaign

Subscribed (target) has the client subscribed a term deposit?

Understanding Data:

Let us to begin with see at the current relationship
sub-window. It shows the title of the right now
stacked database. You'll conclude two focuses from
this sub-window.

There are 31647 occasions, the number of columns
within the table. The table contains 18 attributes-
fields.

On the left, take note the sub window that shows the
properties of each field within the database.

After you tap to choose an trait from the list, more
nitty gritty information about the quality itself will

be shown on the correct.

The visual representation of the lesson values can be

found at the foot of the window.

The algorithm: J48 Decision Tree Algorithm [7]

Reason for choosing J48 Decision Tree Algorithm:

1. Compared to other it requires less effort for data
preparation when pre-processing.

2. A decision tree does not require normalization of
data.

3. A decision tree does not require scaling of data as
well.

4. Missing values in the data also does NOT affect
the process of building decision tree to any
considerable extent.

5. A Decision trees model is very intuitive and easy
to explain to technical teams as well as

stakeholders.

III. RESULTS AND DISCUSSION

e J48 decision tree algorithm with cross-
validations.
& Weka Explorer
Preprocess | Classify | Cluster | Associate | Select aftributes | Visualize
Classifier
Choose |.J48-C0.25-M 2
Test options. _ Classifier output

() Use fraining set
Time taken to build medel: 1.64 seconds

() Supplied test set

Stratified cross-validation ==

=== Summary ===

® Cross-validation Falds 10

(_) Percentage split

More options.

Correctly Classified Instances 28680 90.6247 §
Incorrectly Classified Instances 2967 9.3753 %
Happa statistic 0.518

. Mean absolute error 0.1188

[ (Nom) subscribed r

Start

Result list right-click for options)

Root mean squared error 0.2664
Relative absclute error 57.3489 %
Root relative squared error 82.7656 %
Total Nurber of Instances 31647

=== Detailed Accuracy By Class ===
16:51:54 - trees. )48
16:53:21 - miscInputMappedClassifier
16:53:40 - trees.J48
17:15:39 - 8
17:16:09 - trees. 48
17:27:22 - misc.InputappedClassifier
17:28:04 -trees.J48

TP Rate FP Rate Precision Recall F-Measure MCC

0.956 0.470 0.939 0.95¢ 0.947 0.520

0.530  0.044  0.617 0.530  0.570 0.520
Weighted Avg 0.906  0.420  0.901 0.906  0.903 0.520

=== Confusion Matrix ===

a b <-- classified as
26711 1221 | a=no
1746 1969 | b = yes

Figure 3: Cross validation

Results
Correctly classifies instances: 90.6247%

incorrectly classifies instances: 9.3753%
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Predicted values:- J48 decision tree algorithm with training set.

customer will not subscribe: 26711 . false

& Weka Explorer

positive:1221

Preprocess | Classify | Cluster | Associate | Select affributes | Visualize

customer will subscribe: 1969 . false positive: 1746 p
Choose ||J48-C0.25-M 2
Testoptions _ Classifier output
J48 decision tree algorithm with a 66% data split (for sl
() Supplied test set Se Time taken to test model on training data: 1.02 seconds

training and testing). Sre——

() Percentage split

unmary

Corrzctly Classified Instances 28726
More options Incorrectly Classified Instances 1921
R.esu].ts Kappa statistic 0.6823
| |Mean abaoluce error 0.0837
l {Nom) subscribed B J Root mean squared erzor 0.2188
Belative shsolute srror 45.2136 %
= Root relative squared erzor 7.244 %
P — Total Number of Instances s1647

Correctly classifies instances: 90.4554% RIS KT Q) || socaracy By Closs cen
16:51:54 - trees 48
incorrectly classifies instances: 9.5446% 155321 nisciputappedCissser TR @ e medio fel I

0.651  0.022  0.794 0.651  0.71€
Weighted Avg.  0.939  0.310  0.93¢ 0,938 0,837

17:15:39 -rees.J48
17:16:09 - trees J48
17:27:22 - miscInputiappedClassifier

fusion Matrix ===

PrediCted ValueS:_ TraE0s-ees 8 a b < classified as
. . . . 27306 626 | a =no
customer will not subscribe: 9078 . false positive:421 s ma o n e
customer will subscribe: 655 . false positive: 606 Figure 5: Using training set
& Weka Bxplorer
Preprocess | Classify | Cluster | Associate | Select aftributes | Visualize
Classifies
e Results
Choose |J48-C025-M2
Test options _ Classifier output
() Use training set T R Correctly ClaSSiﬁeS instances: 93.92990/0
(J Suppliedtest set Set Time taken to test model on test split: 0 seconds

Incorrectly classifies instances: 6.0701%

() Crossvalidation Folds

=== Sumary =
(®) Percentagesplit % 88

Correctly Classified Instances 9733 90.4554 %
More apfions... Incorrectly Classified Instances 1027 9.5446
Kappa statistic 0.5074 3 .
i 7 Predicted values:-
— Mean absolute error 0.1172
{ (Nom) subscribed ¥ || | Root mean squared errer 0.2693 . .
Rclative sbsolate <szox 565659 4 Customers will not subscribe: 27306 . false
= Root relative squared error 53,7324 %
L—J — Total Number of Instances 10760 .« .
Result ist (right-click for options) i p051tlve : 62 6

=== Detailed Accuracy By Class ===

o884 e s Customers will subscribe: 2420 . false positive: 1295

16:53:21 - misc InputhlappedClassifier TP Rate FP Rate DPrecision Recall F-Measure MCC
0.956 0.481 0.937 0.956 0.946 0.509
16:53:40 - frees.J48
0.519 0.044 0.609 0.519 0.561 0.509
171539 -12es. 148 B ¢ ¢ Result of test
Weighted Rvg. 0.905 0.429 0.899 0.905 0.901 0.509
1 ree:
7:2r:22-misc lassifier onfusion Matrix == e g e
17:28:04 - trees.J48 @atcribute 'predicted subscribed' {ng,yes}
a b <-- classified as @atcribute subscribed {ng yes!
9078 421 | a=no 8
€06 €55 | b= yes tdata

39586, 25, admin, single, tertiary,no, 220,n0,na, cellnlar, 26, may, &3, 1,-1,0, unknown, 0.707216,no, g
15052, 42, technician, single,secondary,no, 1977,n0,n0, cellular, 17, jul, 72, 6,-1, 0, unkna 989884, nojng
32098, 52, services, married, secendary, no, 2804, yes, no, cellular, 15,apr, 201, 6,272, 3, fai. 0.947023, no,ng

Figure 4. Percentage Split 35234,27,technician, single, ndary,no,-211, ves,no, cellular,7,may, 146, 1, 348, 3, fai. "0

re,0.947025,n0,00
10134, 48, admin, married, secondary, no, 155, no,no,unknown, 11, jun, 222, 3, -1, 0, unknown, 0. 989384, no, io
284, 54, management, married, tertiary,no, 0, no, no,unknown, 5, may, 120, 2, -1, 0, unknown, 0. 858834, no,ng
20173, etired,married, tertiary, no, 3843,no,no,cellular, 11, aug, 104, 4, -1, 0, unknown, 0. 389884, no, ng
6458,38, technician, narried ndary,no, 254, ve3, no, unknown, 27,may, 359, 6,-1, 0, unknown, 0. 989884, 10, A8
34505, 36, blue-collar,m: condary,no, 108, ves, ne,cellular, 5,may, 348,1,-1, 0, unknown, 0. 947025, no, 58
40382, econdary,no, 603, yes, no, cellular,28,jul,51,4,434,1,failure, 0.707216, no, no
37783, ied, primary,no, 316, yes,no, cellular, 14, may, 240, 1,-1,0, unknoun, 0. 947025, 1o, no

6

2636 ied, secondary,no, 501, yes, yes, cellular, 20,nov, 994,1,177,1, failure,-0.227273, no, y&§
4340 ndary,no,800,no0,n00,cellular, 5,apr,144,1,-1,0, unknown, -0. 707216, no, y&s
2568 ,3elf-employed, married, tertiary, no, 210, yes, no,cellular, 18, nov, 268, 1,-1,0, unknown, 0.875203, no, 08

,blue-collar,married, secondary,no, 313, ves,no,cellular, 20,apr, 172, 2, 343, 3, other, 0.947025, no,ng
radmin, married, secondary, no, 280, yes, no, cellular, 18, jul, 89, 4,-1, 0, unknown, 0. 983884, no,ng

50,admin, married, secondary, no, 663, yes, no, cellular, 20, apr, 630, 3,-1, 0, unknown, 0. 476923, no,no
ntrepreneur,married, secondary,no, 27624, no, no, telephone, 3, jun, 437, 1,-1,0, unknown, 0. 714286, yes, yesg
6872,50, technician,married,secondary,no,-568, yes, yes,unknown, 28,may,860,2,-1, 0,unknown, 1, no, g

40966, 30, management, narried, tertiary, no, 802, yes, no, cellular, 13, aug, 103, 1, -1, 0, unknown, 0. 707216, na,00
44701, 34, admin, married, tertiary, no, 1636, yes, yes, cellular, §, sep, 13¢, 1,521, 2, failure, 0. 707216, no, 8

26700, 44, self-employed, married, secondary, no, 0, yes, ne,cellular, 20,nov, 40,3, -1, 0, unknown, 0. 975203, no,ng
36864, 44, self-employed, single, tertiary, no, 2734, yes, no, cellular, 12, may, 897, 4,-1,0, unknown, 0. 368932, yes, yes
€997,33, admin, married, tertiary, ne, 957, yes, no, unknown, 28, may, 361, 4, -1, 0, unknown, 0. 989834, no;ng

34873, 28, blue-collar,married, primary, no, 60, ves, no, cellular, 6,may, 161, 1,337, 1, failure, 0.947025, no,ng
30554, 28, management, single, tertiary,no,321,no, yes, cellular, 5, feb, , -1, 0, unknown, 5203,no,n0
1475,41,blue-collar, single, ndary, no, 363, yes, no, unknown, §,may, 143, 3, -1, 0, unknowr 239584, no, no
2816,45, technician, married, ndary,no, 3395, yes, no, unknown, 14, may, 215, 1, -1, 0, unknown, 0. 9898 54, noyng
19684, 34, technician, single,secondary, no, 0,10, no, cellular, 7, aug, 181, 3,-1,0, unknown, 0. 989384, nojng
7417,43,blue-collar,married, secondary, no, 1096, n0, ves, unknown, 30,may, 180, 1, -1, 0, unknown, 0. 989584, nojia
20297,32,management, single,secondary, no, 2018, no,no, cellular, 11, aug, 1238, 1, -1, 0,unknovn, 0. 368332, yes, yeg

Figure 6: Result File
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From the diagram we can see and conclude that the
last two rows i.e. predicted result and actual result
came out same, which means that our algorithm,
which we trained, was able to correctly take the
inputs and give the same results as that which came
with the data, which proves how fast and accurate

these algorithms is.

IV. CONCLUSION

One of the most successful ways to reach out to
people is through telemarketing campaigns. They do
however necessitate a significant expenditure because
enormous call centres are used to carry out the
campaigns. As a result, it's critical to identify the
clients who are most likely to convert before making
a call to them.

So, by this take a look at, we tend to foreseen
however seemingly the client is to buy the term
deposit that's provided by the retail banking
establishment. The establishment can solely target
those customers and therefore the total investment is
going to be reduced. This may save time and cash of

the establishment to a big quantity.
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