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ABSTRACT 

 

The data mining (DM) is a process that deals with mining of valuable 

information from the rough data. The method of prediction analysis (PA) is 

implemented for predicting the future possibilities on the basis of current 

information. This research work is planned on the basis of predicting the heart 

disease. The coronary disorder can be forecasted in different phases in which 

pre-processing is done, attributes are extracted and classification is performed. 

The hybrid method is introduced on the basis of RF and LR.The Random Forest 

classification is adopted to extract the attributes and the classification process is 

carried out using logistic regression. The analysis of performance of introduced 

system is done with regard to accuracy, precision and recall. It is indicated that 

the introduced system will be provided accuracy approximately above  90% 

while predicting the heart disease. 

Keywords : Heart Disease prediction, MLP, Decision Tree, Naïve Bayes, Random 

Forest, Logistic Regression 

 

I. INTRODUCTION 

 

A technology utilized to analyze the data is 

recognized as DM that assists in recognizing the 

patterns from data set with the help of diverse data 

mining tools and methods. The least user input and 

efforts are ensured to recognize the patterns in 

automatic manner using data mining. DM is proved 

efficient tool for handling decision making and 

predicting the future market trends. Various 

applications make the implementation of DM tools 

and methods in effective manner. The data mining is 

extensively utilized in various organizations to 

analyze the data so that the complex environment can 

be tackled [1]. The mining tools and methods are 

exploited in several trading applications with the 

objective of computing diverse trends and patterns of 

market and analyzing the fast and effectual market 

trend. 

  

Diverse kinds of methods adopted in DM are defined 

as: 

 

a. Association: This method is focused on recognizing 

a particular pattern using the association among 

particular items of similar transaction. To illustrate, 

the association method is employed to find the 

association of several features utilized to perform the 

analysis while predicting the heart disease. All the 

risk factors required to predict the disease are 
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exploited for classifying the patients affected with 

such coronary disorder [2]. 

b. Classification: This is another standard DM method 

planned depending upon the ML (machine learning). 

This technique classifies each object in the data set 

into one predefined set of class. This technique makes 

the utilization of distinct mathematical method. 

 

c. Clustering: The major intend of this approach is to 

cluster the objects with similar property for 

producing a valuable cluster with the help of an 

automatic method. The clustering methods assist in 

defining the classes and the objects available in them. 

Additionally, the predefined classes assign the 

classification objects. For example, the clustering is 

employed for clustering the list of patients having 

similar risk factors after predicting the condition of 

heart. Consequently, the patients with high glucose 

and pertinent danger factors are separated [3]. 

 

d. Prediction: This DM method is implemented to 

investigate the association not only among 

independent variables but also the dependent  and 

independent variables. To illustrate, the predictive 

analysis methods are applied to forecast the profit for 

future in case the deal is viewed as autonomous 

variable and benefit is treated as a reliant variable in 

deals. Moreover, an appropriate regression curve can 

be drawn in order to predict the benefit dependent on 

the given authentic deal and benefit information. 

 

1.1. Predictive Analysis in Data Mining 

 

The past data and knowledge can be analyzed 

effectively using a number of statistical trends and 

methods ranging from ML and predictive modeling to 

DM in PA (prediction analysis) method. The PA 

method is utilized to predict any unknown future 

events [4]. Any kinds of risks and opportunities are 

recognized by PA as using it the patterns of historical 

business data can be employed on the basis of business 

aspect. The risk assessment can be obtained or any 

type of potential threat can be recognized by 

capturing the association among several factors. The 

effectual decision-making stages can be executed to 

guide the business. The predictive analysis is 

described on the basis of prediction modeling and 

forecasting.In last decades, several PA models are 

developed for achieving the prediction. Three classes 

of these models are defined as: 

 

a. Predictive Models: These systems are executed to 

investigate the association among several attributes 

available in the gathered data. This model is useful for 

assessing the similarities among a group of units. It 

ensures that the same features, that a group 

represented, are available [5]. 

 

b. Descriptive Models: These models assist in 

recognizing and evaluating the associations amid 

diverse features of unit. Afterward, these features are 

classified into certain groups using descriptive models 

[6]. Unlike the other systems, this model has potential 

to compare and forecast the data depending upon 

their association among multiple behaviors of units. 

 

c. Decision Models: This model is deployed to define 

and discover the association among different kinds of 

information components accessible in the given 

dataset. The model is clarified in this dataset. The 

choice composition is defined in order to classify the 

known and predicted outcome and its classification is 

carried out this model. Numerous attributes of dataset 

are considered to recognize and forecast the results of 

decisions [7]. 

 

II. II. LITERATURE REVIEW 

 

Anjan Nikhil Repaka, et.al (2019) discussed various 

sources led to cause any kind of coronary disease and 

the gathering of data was done from these types of 

sources [8]. Due to this, the structure of database was 

generated. The issues related to predict the heart 

disease were resolved using NB (Naive Bayesian) 
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technique and AES (Advanced Encryption Standard) 

algorithm that assisted in designing the SHDP (Smart 

Heart Disease Prediction). The accuracy achieved 

from the suggested NB approach was calculated 89% 

and superior to traditional model. Additionally, the 

AES performed better in contrast to other models 

with regard to security. 

 

Aditi Gavhane, et.al (2018) suggested an application 

that employed the essential indications for foreseeing 

the weakness of a coronary illness [9]. The exactness 

and unwavering quality NNs was found greater. Thus, 

this technique was utilized in the suggested approach. 

The MLP (Multilayer Perceptron) model was 

employed as the CAD (computer aided design) to 

provide the predictive results so that the condition of 

user was computed. The ML techniques were assisted 

in predicting the disease as these techniques were 

developed rapidly. Thus, due to the superior efficacy 

and accuracy, the MLP model was implemented in 

the suggested approach. The suggested approach 

provided optimal result on the basis of input that the 

user inserted. The exploitation of this kind of 

algorithms by numerous people resulted in 

maximizing the awareness about the current heart 

status. Therefore, the number of patients infected 

with coronary disease was mitigated. 

 

Aakash Chauhan, et.al (2018) analyzed that the 

number of people suffered due to the cardiovascular 

diseases were maximized at rapid level in India [10]. 

The reason behind death in India was predicted heart 

disorder in the upcoming years. Thus, it was essential 

to diminish its impact. Thus, a heart disease 

prediction system was put forward for investigating 

the risk of heart disease accurately. The DM (data 

mining) methods were deployed to construct a novel 

system for predicting the heart disease. The example 

development approach was applied on the patients’ 

record for producing substantial association rules. The 

presented approach assisted the physicians in 

exploring the data and forecasting the heart disease in 

accurately manner. 

  

C. Sowmiya, et.al (2017) introduced the evaluation of 

forecasting the heart disease with the analysis of 

potential of 9 diverse classifiers. Different research 

studies made the utilization of these methods 

[11].This approach had adopted the SVM (support 

vector machine) and apriori algorithms for predicting 

the heart disease. This approach focused on gathering 

and deploying medical profiles on the basis of several 

factors. The probability of occurrence of 

cardiovascular disease in patients was predicted in 

this approach. The heart disease was to be detected 

and prevented that was the major concern of medical 

sector. It was observed that the introduced approach 

was more accurate and efficient as compared to 

earlier methods. 

 

Rashmi G Saboji, (2017) developed a novel system in 

order to forecast the heart disease on the basis of 

certain features with the help of the healthcare data 

[12]. The fundamental intend of this approach was to 

foresee the analysis of coronary illness dependent on 

modest number of qualities. Apache Spark was 

applied to implement the RF (random forest) method 

so as a solution was offered for the forecasting. This 

solution was utilized on highly scalable scenario to 

make the decision using the developed system that 

generated an opportunity to the health care analysts. 

The developed system yielded  accuracy up to98%. 

Moreover, the developed system had generated 

optimal outcomes as compared to the NB (Naïve-

Bayes) algorithm. 

 

III. INDUCTION OF PROBLEM 

 

This key focus of this research work is to use data 

mining techniques for predicting heart disorders. 

There are mainly three steps involved in the 

prediction process. These steps include pre-processing, 

feature extraction and classification. The first step of 
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pre-processing is applied for removing missing, 

unnecessary values from the existing dataset. The 

next step establishes a relationship between feature 

and target set. The overall data is separated into two 

sets of training and testing in the final step. This work 

performs the task of heart disease prediction by 

applying three classifiers including RF (Random 

Forest), C4.5, and MLP (Multilayer perceptron). The 

outcome generated by these classification models is 

applied as input to the ensemble classifier for 

predicting heart diseases. This work considers three 

performance metrics for analysing the efficiency of 

ensemble classifier. The obtain outcomes indicates 

about the intricacy of this classifier which should be 

reduced for making the forecasting of heart disorder 

possible. 

 

IV. PROPOSED TECHNIQUE 

 

The heart is the essential muscular organ of human 

being. This part pumps the blood from the blood 

vessels of circulatory system. Thus, the life of human 

beings is highly dependent on the heart. The 

occurrence of any kind of disease in heart causes 

impact on other parts of the human body. The DM 

(data mining) is implemented in order to extract the 

information based on computer from enormous 

datasets. Various communities make the deployment 

of DM tools and methods. The medical sector utilizes 

the DM tools to forecast various diseases. According 

to the reports of World Health organization, a 

millions of people are affected with the coronary 

diseases. The medical communities have recorded the 

information in detail regarding heart patients 

manually. The physicians require only electronic 

records. The data mining methods can easily convert 

the DM methods into manual records. Various risk 

factors cause the heart diseases in patients. 

 

Different stages to predict the heart disease are 

defined as:- 

 

A. Data Acquisition: This stage collects the data from 

a variety of clinical organizations for conducting the 

experiments. 

B. Data preprocessing: The data is pre-processed to 

implement the ML methods with the objective of 

completeness and performing a useful analysis on the 

data. First of all, the missing values are marked in the 

data using a numerical cleaner filter. These values are 

set to a defined default value in order to clean the 

huge or small sized numeric data. Thereafter, a filter 

is deployed for marking and detecting the missing 

values and replacing them with mean value of data 

distribution. A clean data free of noise is offered to 

enhance the efficacy of training model in the process 

of selecting attributes and to eliminate the irrelevant 

attributes from the dataset. 

 

C. Feature selection: This process employs a subset of 

highly distinguished attributes for diagnosing the 

disease. This stage emphasized on choosing the 

discriminating attributes which come under the 

available classes. The attributes are selected in two 

stages. Firstly, the attribute evaluator method is 

applied to compute the attributes of dataset on the 

basis of the output class. Subsequently, search 

technique that employs several groups of features to 

choose an optimal set for dealing with the issue of 

classification. The RF (random forest) algorithm is 

implemented so as the attributes are chosen. This 

algorithm has taken 100 as the estimator value and its 

major objective is to produce a tree structure of the 

most relevant features. The most relevant or 

significant attributes used to predict the coronary 

disease are selected using this algorithm. 

 

D.  Classification: The given attributes are classified to 

predict the disease by mapping the chosen attributes 

to the training model. As a multi-class issue, this 

process is carried out and the medical data is classified 

among 4 diverse classes. Every separate class expresses 

the category of coronary disease. The classified is 

carried out using LR (logistic regression) algorithm. 
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This algorithm employs the input of the attributes 

whose extraction is done. The LR classifier is based on 

the probability assists in calculating the probability 

and this probability is applied to categorize the data 

into certain classes. This research work describes two 

classes: having coronary disease and normal. This 

implies that the person has a likelihood of occurrence 

of cardiovascular disease or not. The extracted 

attributes are fed as input in LR algorithm. This type 

of regression has potential to predict the probability 

of occurrence of an event for which data must  have 

robustness for a logistic function.                    

 

Similar to the several kinds of regression analysis, 

distinct predictive variables such as numerical or 

categorical are employed in logistic regression 

algorithm.  

                                                                                                              

 
 

Fig.1. Proposed Methodology 

 

 

V. CONCLUSION 

 

The term heart disease refers to a heart related 

disorder. Cardiovascular disorders, on the other hand, 

indicate issues in the blood vessels, circulatory system 

and within heart [9]. People suffering from heart 

diseases undergo issues and abnormalities in the heart 

organ. Heart diseases are a major cause of death in 

various developed countries including UK, US, 

Canada, and Australia according to the CDC. In fact, 

every one out of four deaths in United States of 

America happen due to heart related disorders. Heart 

diseases include different sorts of diseases that may 

disrupt the functioning of other body parts as well. 

This work reaches to a conclusion that it is not at all 

easy to predict heart disorders due to the involvement 

of massive number of features. Heart diseases are 

predicted by testing a variety of classifiers such as 

ensemble classifiers, MLP (Multilayer Perceptron), 

decision tree, naïve bayes. This work devises a new 

classifier by combining two classifiers of RF (Random 

Forest) and LR (Logistic Regression) for predicting 

heart disorders. The new classifier classifies extracted 

features into different classes. As per the analysis, the 

new classifier will be obtaining approximately above  

90% of accuracy, recall and precision. 
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