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ABSTRACT 

 

In today’s world, deep learning fields are getting boosted with increasing speed. 

Lot of innovations and different algorithms are being developed. In field of 

computer vision, related to autonomous driving sector, traffic signs play an 

important role to provide real time data of an environment. Different algorithms 

were developed to classify these Signs. But performance still needs to improve 

for real time environment. Even the computational power required to train such 

model is high. In this paper, Convolutional Neural Network model is used to 

Classify Traffic Sign. The experiments are conducted on a real-world data set 

with images and videos captured from ordinary car driving as well as on GTSRB 

dataset [15] available on Kaggle. This proposed model is able to outperform 

previous models and resulted with accuracy of 99.6% on validation set. This idea 

has been granted Innovation Patent by Australian IP to Authors of this Research 

Paper. [24] 
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I. INTRODUCTION 

 

In recent months, automation in computer vision 

sector has increased on a large scale. Different types 

of technology are upcoming, modified in different 

categories in automation world. But to apply this 

Artificial Intelligence in real time environment and 

run it successfully is the crucial part. Traffic signs 

classification is one of the foremost important integral 

parts of autonomous vehicles and advanced driver 

assistance systems. Most of the time driver missed 

traffic signs due to different obstacles and lack of 

attentiveness. Automating the process of classification 

of the traffic signs would help reducing accidents. 

Overall this will reduce the possibility of accidents 

and also help driver to get information of speed limits 

and other signs while he concentrates on driving. 

Traffic sign classification is the process of classifying 

traffic signs along the road, including speed limit 

signs, yield signs, merge signs. This is achieved by 

using a Neural network model in the field of Deep 

Learning based on Convolutional approach. Main 

Aim of this approach is decreasing the compilation 

time required and also to increase overall accuracy 

while requiring less computational power. 

 

 

 

II. Data Set Used 
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Fig 2.1 represents all 43 different classes of GTSRB 

dataset. [17] 

 

GTSRB dataset German Traffic Sign Recognition 

Benchmark is used for training, validation and testing 

purpose. This dataset is Single-Image, Multi-Class 

Classification dataset. It has not only more than 40 

classes in total but also more than 50,000 images in 

total. These images are based on real life environment. 

 

 
 

Fig 2.2: Sample overview of images in GTSRB dataset. 

[18] 

 

 

 

 

 

 

 

 

 

III. Flowchart of Process of Classification 

 

 

Data is transformed into a common shape of 30 x 30 x 

3. This data is then ready for CNN model to train. 

After model is compiled, it is tested on testing dataset. 

Model is then ready to classify images. 

 

IV. Working 

 

GTSRB dataset is first transformed into size of 30 x 30 

x 3. Normalization is a technique used to prepare data 

for use in machine learning. The goal of 

normalization is to change the values of numeric 

columns in the dataset to a common scale. It does 

normalization without distorting differences in the 

ranges of values. Each image is normalized so that 

value ranges from 0 to 1 for better performance and 

optimization of computational time.  This normalized 

data is then randomly split into 75% training set and 

validation set as whole and 25% testing set. Training 

set has size of 39,209 images while validation set has 

7842 images. Testing set consists of 12,631 images. 

Data Retrival

Data Preprocessing

Data Normalization

Feed Data to CNN

Train CNN Model

Test CNN Model on test set

Classify
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Training Data is then feeded to Convolutional neural 

network Model. 

In CNN model [21], each input image is passed 

through a series of different convolutional layers. 

These layers have Filters, Kernels, Pooling layers and 

Fully-connected layers. As this is a multi-class 

problem, a SoftMax function is applied to classify 

these images. The output from this Softmax classifier 

will have values between 0 and 1. 

 
Fig 4.1 Complete Flow of CNN to process an input 

image and classify object based on classifier output 

values. [16] 

 

As stated above, Convolutional Layer is first layer. It 

extracts features like vertical edges, horizontal edges 

from input image. It preserves relationship between 

pixels by learning features using small squares of 

input data. This is mathematical operation. It 

generally takes two inputs such as image matrix and 

filter or kernel.  

Consider an Image matrix of Dimensions of (h x w x 

d), a filer of (fh x fw x d). Output of this layer is of 

size (h- fh + 1) x (w – fw + 1) x 1.    

 
Fig 4.2:  Image matrix multiplies kernel or filter 

matrix [16] 

With different filters, various operations can be 

performed such as Identification, Edge detection, Blur 

and Sharpen. 

These calculations may result in negative result. To 

avoid this a non-linearity is introduced.  

ReLU – Rectified Linear Unit for a non-linear 

operation. Output is calculated by function f(x)= max 

(0, x). 

 
Fig 4.3: Line Plot of Rectified Linear Activation for 

Negative and Positive Inputs [19] 

 

Other Non-linear functions are also available such as 

tanh or sigmoid. But in our model, ReLU gives 

highest accuracy and is perfectly fitted in tuning of 

CNN. 

 

After this Pooling layer is used. Pooling layer reduces 

the number of parameters when images are too large. 

It is same as down sampling where images are 

reduced in dimensionality but retains all important 

features. Max pooling layer is used in this CNN mode.  

 
Fig 4.4:  Max Pooling [16] 

Max pooling layer takes the largest unit from the 

ReLU Feature map. As shown in above example.   
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All the above process is again repeated with different 

filter size or max pooling size with an addition 

Dropout layer. 

Large neural nets trained on relatively small datasets 

can overfit the training data. To avoid the problem of 

Overfitting the data, a method of regularization 

named Dropout is used. [22]   

The Dropout layer randomly sets input units to 0 with 

a frequency of rate at each step during training time, 

which helps prevent overfitting. Inputs not set to 0 

are scaled up by 1/ (1 - rate) such that the sum over all 

inputs is unchanged. 

 

 
Fig 4.5: Dropout optimization comparison [20] 

The above images show how the link to each neuron 

in neural network is skipped randomly. 

After all Features are extracted completely, a Fully 

connected layer is used. For a fully connected layer to 

work, output from above layer needs to flattened into 

a vector. With use of Fully connected Layer, all 

features are combined together and model is created. 

 
Fig 4.6 Fully connected Layer with 4 input and 3 

output [16] 

After that activation function of Softmax is used to 

classify the output as Stop sign, Speed limit Signs and 

so on. 

 

V. Implementation of CNN 

 

The Convolutional neural Model is created with help 

of Keras Framework 2.0 and TensorFlow v2.4.   

The figure 6.1 is the basic outline of what model looks 

like. 

First Layer is Convolutional layer. It has 32 Filters 

with Kernel Size of (5,5). Activation for this Layer is 

ReLU function. Input image is of shape (30,30,3). This 

layer gives output image of size (26,26,32). Total 

Parameters trained in this layer are 2432. 

Second Layer is also a Convolutional Layer with same 

size of filter and kernel Size 32 and (5,5) respectively. 

It has activation function ReLU but this layer output 

gives image of size (22,22,32). Total parameters 

trained in this layer are 25,632. 

Third Layer is a Max Pooling Layer. It has a pool size 

of (2,2). Input to this layer is of size (22,22,32) and its 

output image of size (11,11,32). 

Fourth Layer is a Dropout Layer with a Dropout rate 

of 25%. It helps to overcome the problem of 

Overfitting. 

 



Volume 7, Issue 6, November-December-2021 | http://ijsrcseit.com 

Pranav Kale et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol, November-December-2021, 7 (6) : 01-10 

 

 

 

 
5 

 
Fig 5.1: Structure Diagram of layers in CNN Model 

 

Consider above 4 layers as one block where global 

features are extracted of input image. Another same 

block of 4 layer comprising of layer 5 ,6 ,7, 8 is used to 

extract local features of the input image. 

So, 5th layer is Convolutional Layer with 64 Filters 

and kernel size of (3,3) and activation function ReLU. 

It gives output of shape (9,9,64) and total parameters 

trained are 18,496. 

6th layer is also similar to 5th layer with same settings 

of filter, kernel size and activation function. It gives 

output of shape (7,7,64) and parameters trained are 

36,928. 

7th layer is a max pooling layer similar to 3rd layer 

with same pooling size of (2,2). Its output image is of 

shape (3,3,64).  

8th layer is similar to 4th layer that is Dropout Layer 

with Dropout rate of 25%.  

In 9th layer, input image is of size (3,3,64). So, it then 

flattened into a NumPy vector stacked in same 

column which has output size of (576). This is 

Flattening Layer.  

Fully Connected Layer is 10th layer where it dense to 

size of 256 that is, 576 inputs are combined to 256 

outputs combining all the features extracted. 

Parameters trained in this layer are 1,47,712. 

Activation Function is again ReLU. 

As Fully connected layers creates a model of its own 

interlinked dense network of numerous hidden 

internal layers. Dropout layer is used with a Dropout 

rate of 50%. This is 12th layer of CNN model.  

8th layer is similar to 4th layer that is Dropout Layer 

with Dropout rate of 25%. 

Final Layer of Model i.e. 13th layer of Model is also a 

Fully Connected Layer with input of shape (256) and 

output of shape (43). 43 is the total number of classes 

present in dataset. Here the activation Function used 

is SoftMax Classifier as it gives final classification 

result. Parameters trained here are 11,051. 

Total parameters trained by this model are 2,42,251. 
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Fig 5.2: Summary of CNN Model by Keras Framework 

 

VI. Model Compilation 

 

As Softmax Classifier outputs positive probability of 

multi-class, Loss function used to compile CNN model 

is Categorical Cross Entropy. 

The categorical cross entropy loss function calculates 

the loss of an example by computing the following 

sum: 

𝐿𝑜𝑠𝑠 =  − ∑ 𝑦𝑖 ∗  log ŷ𝑖

𝑜𝑢𝑡𝑝𝑢𝑡
𝑠𝑖𝑧𝑒

𝑖=1

  

 

Equation 6.1: Categorical Cross Entropy Loss 

Function. [23] 

Where ŷ i is the i-th scalar value in model output, yi 

is the target value. 

This Loss is a good measure to distinguish two 

discrete probability distribution. Minus sign ensures 

that loss decreases when distributions get close to 

each other. 

Adam optimizer is used as optimization algorithm to 

prevent gradient descent from exploitation. 

Adam optimization is a stochastic gradient descent 

method that is based on adaptive estimation of first-

order and second-order moments. 

According to Kingma et al., 2014 [5], the method is 

"computationally efficient, has little memory 

requirement, invariant to diagonal rescaling of 

gradients, and is well suited for problems that are 

large in terms of data/parameters". 

Model is then compiled by using above loss function 

and Adam optimizer for 20 epochs. Backword 

propagation is automated by Keras Framework. 

Batch size used is 32 and validation set is used to 

validate the results. 

Below table gives loss and accuracy on both sets for 

each epoch. 

Epoch Loss Acc Val_Loss Val_Acc 

1 1.2262 0.6531 0.1236 0.9652 

2 0.2030 0.9390 0.0616 0.9837 

3 0.1336 0.9604 0.0358 0.9909 

4 0.0996 0.9706 0.0298 0.9917 

5 0.0863 0.9745 0.0462 0.9867 

6 0.0756 0.9778 0.0325 0.9913 

7 0.0592 0.9832 0.0270 0.9943 

8 0.0598 0.9823 0.0261 0.9954 

9 0.0538 0.9838 0.0277 0.9939 

10 0.0556 0.9840 0.0258 0.9945 

11 0.0524 0.9847 0.0258 0.9938 

12 0.0496 0.9854 0.0170 0.9955 

13 0.0414 0.9878 0.0195 0.9952 

14 0.0464 0.9869 0.0243 0.9948 

15 0.0422 0.9883 0.0290 0.9943 

16 0.0441 0.9877 0.0202 0.9955 

17 0.0404 0.9887 0.0177 0.9963 

18 0.0429 0.9881 0.0225 0.9959 

19 0.0425 0.9872 0.0220 0.9963 

20 0.0434 0.9881 0.0162 0.9966 

 

This table indicates that with each epoch loss is 

decreasing and accuracy in increasing. 

To further understand in more details let see the 

graph of epochs versus loss and epochs vs accuracy 
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Fig 7.1: Graph of Loss function of training loss and 

validation loss 

 

As it can be clearly seen that graph is nearly similar to 

ideal graph of loss function that should be increasing 

epochs, it is clear that there is gradient exploitation. 

Loss is decreasing with a stable curve. 

 
Fig 7.2: Graph of Accuracy v/s Epochs 

 

It can be inferred from above graph that accuracy is 

increasing and has reach close to 1 that is perfect 

accuracy. 

 
Fig 7.3 Confusion Matrix of Test Set of GTSRB 

 

It can be clearly seen that confusion matrix is a 

perfect diagonal and prediction of result is accurate. 

This confusion matrix is of 43 classes i.e. of dimension 

(43 x 43). It gives summary of prediction result of 

classification of Traffic Signs. 

 

Compilation Time required to train model: 

• For CPU compilation: 

Processor Used: AMD Ryzen 3600.                  Time 

Required: 44 sec per Epoch.  Total Time: 880 sec. 

• For GPU Compilation: 

GPU Used: Nvidia GTX 1660 with computational 

power of 7.5 

Cuda 10.1 and cudnn architecture required for 

GPU compilation.  

Time required: 4 sec per Epoch.  

Total Time required: 80 sec. 
Some sample images are shown with their true label 

and predicted label. It can be inferred from the figure 

7.4 that model is predicting correctly random images 

selected from test dataset. 
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Fig 7.4: Random images with their true and predicted 

classes 

VII. Comparison of proposed Solution with other 

models 

 

Method proposed above requires only 2,42,251 

parameters. CNN model is finely tuned by using 

regularization techniques and optimization 

techniques. As data is normalised there in no problem 

of bias and variance. This CNN model is compiled in 

less time as compared to other models. This model 

also requires less Computation power for compilation 

purpose. 

 

Recent high performed method Committee of CNNs 

[2] have used 25 networks and 3 convolutional layers 

with 2 fully connected layers along with manual data 

augmentation. Original dataset is modified by using 

translation, rotation etc., to get five modified version 

of that image. Committee of CNNs end up with total 

around 90 Million parameters whereas, our CNN 

method has around 2.4 lakh parameters.  

Table below shows comparison of Different State-of-

Art Highest Accuracy using different Algorithms: 

 

Algorithm Accuracy (%) 

Proposed Method 99.66 

Committee of CNNs [10] 99.46 

Human Performance [1] 98.84 

Multi-Scale CNN [2] 98.31 

pLSA [3] 98.14 

Random Forest [4] 96.14 

 

VIII. Conclusion 

 

The   proposed solution of CNN model is highly fined 

tuned model with including different algorithms for 

optimization, regularization. This model requires less 

parameters to train as well as less computational cost. 

Time required for compilation of model is also less as 

compared to other models.  
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