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ABSTRACT 

 

During the previous few centuries, facial recognition systems have become a 

popular research topic. On account of its extraordinary success and vast social 

applications; it has attracted significant study attention from a wide range of 

disciplines in the last five years - including “computer-vision”, “artificial-

intelligence”, and “machine-learning”. As with most face recognition systems, 

the fundamental goal involves recognizing a person's identity by means of 

images, video, data streams, and context information. As a result of our research; 

we've outlined some of the most important applications, difficulties, and trends 

in scientific and social domains. This research, the primary goal is to summarize 

modern facial recognition algorithms and to gain a general perceptive of how 

these techniques act on diverse datasets. Aside from that, we also explore some 

significant problems like illumination variation, position, aging, occlusion, 

cosmetics, scale, and background are some of the primary challenges we 

examine. In addition to traditional face recognition approaches, the most recent 

research topics such as sparse models, deep learning, and fuzzy set theory are 

examined in depth. There's also a quick discussion of basic techniques, as well as 

a more in-depth. As a final point, this research explores the future of facial 

recognition technologies and their possible importance in the emerging digital 

society. 

 

I. INTRODUCTION 

 

The term “Face recognition research” has become 

extremely popular over the last few decades and it has 

a wide variety of scientific, social, and business 

applications. Face recognition has been major 

prominent research areas in “image processing”, 

“machine learning”, “computer vision”, “artificial 

intelligence” and “visual surveillance” in the last five 

years. Face recognition systems must be able to 

determine a person's identity from static photos [1], 

video data [2] or data streams [3] in order to be 

effective. 

A broad definition of face recognition encompasses a 

variety of technologies that can be used to create a 

facial recognition system. Image preprocessing and 
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facial detection are some of the features. All faces in a 

picture are identified using a face identification 

method, which identifies the coordinate system of all 

the faces. That's the technique of scanning the entire 

image in order to identify if indeed the candidate area 

is a face or an object. Whereas if face 

recognition system is used, the outcome could be 

either square or rectangular. When a face is detected, 

its coordinates are stored in a face detection 

coordinate system. Basic positioning technologies are 

implemented in the deep learning framework. 

Applications for face recognition technologies include 

attendance access control [4], finance and security [5]. 

In addition to logistics and retailing, Smartphone and 

mobile device use, transportation, real estate, 

education, government administration, activity 

promotion and information security of network [6]. 

When it comes to security, face recognition may be 

used to provide early warnings of potentially harmful 

circumstances, as well as to track down culprits of 

crime. Artificial intelligence has come a long way, so 

we need recognition technology that is more accurate, 

more adaptive, and faster than ever before. 

 

Facial features as a human identity date back to the 

dawn of human civilization. Face recognition is 

superior than other conventional biometrics such as 

retina, iris or identification based on fingerprint since 

it can reveal reluctant persons in a timely manner. 

Though, face recognition is still a difficult and 

demanding topic when it comes to unconstrained 

environments, such as those with changeable 

illumination and various poses [7, 8], which have 

been the subject of many successful research results in 

recent years. 

 

A person's face is the most often utilized biometric for 

identification and authentication. Face recognition 

based on Human Computer Interaction (HCI) uses 

either a feature-based or an image-based technique. 

Researchers have found that [9, 10, 11] feature 

extraction based on facial recognition may be used in 

software development. Machine learning techniques 

like SVM and decision trees and Random-forest have 

improved facial recognition systems' performance by 

allowing them to recognize more faces with greater 

accuracy. In comparison to other approaches; the 

SVM classifier dramatically improved the recognition 

rate. 

 

In our lifetime, we have learned to remember 

hundreds of faces and can recognize famous faces 

with a quick glance, even after years of separation. 

Global and local facial recognition algorithms are 

classified based on their features. In addition to global 

feature descriptor, it is also known as holistic system 

or holistic approach. A description is extracted from 

the face as a whole using these methods. As long as 

you take into consideration factors such as the 

viewing conditions and facial emotions as well as 

interruptions like hairdo or spectacles, the ability is 

fairly robust. 

 

Since faces images are composite, multifaceted, and 

subject to vulnerable and liable to change over time 

[12], building a computer model for face 

identification and categorization is a difficult task. 

LBP is Simple but effective, the LBP identifies picture 

pixels by thresholding the adjacent ones. The 

resultant pixel is then regarded as binary [13]. An 

image's local structure is described by this non-

parametric descriptor [14]. Only 3x3 pixels of an 

image can be utilized to build a mask with the LBP 

operator. 

 

The benefit of LBP is its ability to adapt to variations 

in grey level luminance as well as its computational 

simplicity and ease of use. Although the basic LBP 

operator may capture dominating features in huge 

sale structures, its small 3X3 mask neighborhood 

limits its ability to do so. Face analysis can benefit 

from the newly introduced LBP features; they were 

originally designed to extract features. When it comes 

to expression and pose, LBP is very resilient. Gray-
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level disparities generated by light discrepancies are 

insensitive to it as well. As a result of LBP's 

robustness, a variety of LBP-based face recognition 

systems have been created. [15]. 

 

As a result of its wide range of applications, face 

identification and analysis has been a prominent focus 

of computer vision research in recent decades. “Fisher 

face” [16], “Gabor feature” [17], “Scale-Invariant 

Feature Transform features” [18] (SIFT) , “Principal 

Component Analysis” [19] (PCA), “Sparse Depicted-

based Classification algorithm” [20], “Nearest Features 

Line-based Subspace Analysis” [21], “Neural 

Networks” (NN) [22], “Wavelets” [23], “Independent 

Component Analysis” [24] (ICA), and “Kepler's 

algorithm” [25] are some of the notable contributions 

The performances and robustness of face recognition 

system have been improved dramatically. Changes in 

the surroundings, such as illumination, emotion 

variance, and pose alterations have an impact on the 

output of several procedures. Finding a technique that 

can handle these variations is difficult. Recognition 

and classification of facial expressions can be used to 

improve communication between man and machine. 

Another key difficulty for real-world facial emotional 

credit systems [26] is to make face identification more 

dependable under unrestricted lighting situations. 

 

 

 

 

 

 

 

 

 

Face recognition techniques : 

 

 
 

Fig1:  shows various face recognition techniques 

 

Classical Approaches: 

As far back as the 1950s in “psychology” and the 

1960s in “engineering literature”, face recognition 

research has lengthy history. According to Lawrence 

Gilman's (MIT), these concepts were derived from 

pattern recognition systems. He discovered that two-

dimensional features derived from a photograph can 

be matched to a three-dimensional representation. 

From following investigation, it was discovered that 

practical issues in varying climatic circumstances still 

exist, even with today's sophisticated supercomputers 

and GPUs. Despite the fact that these early research 

approaches were based on geometrical correlations 

between facial locations, they were driven by pattern 

recognition. 

 

The majority of these methods rely heavily on the 

recognition of these facial features in difficult 

locations, as well as the constancy of these 

correlations across numerous variations. For the 

research community, these challenges remain a 

significant burden. Ref [27] made another early 

attempt at face recognition, Total 16 facial attributes 

are extracted using simple image processing 

algorithms. It achieved a 75 percent accuracy rate on 

a specified 20 people database of utilizing two photos 



Volume 7, Issue 6, November-December-2021 | http://ijsrcseit.com 

M. ShalimaSulthana et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol, November-December-2021, 7 (6) : 57-79 

 

 

 

 
60 

per person using a basic Euclidean distance 

calculation. 

 

There are three different types of face recognition 

techniques: holistic methods (i.e. PCA and LDA, SVM, 

ICA,) as well as features-based methods such as the 

“dynamic link architecture and the Hidden Markov 

Model and Convolution Neural Network (Modular 

Eigen faces, Hybrid LFA, Shape normalized, and 

component based methods)”. 

 

1) PRINCIPAL COMPONENT ANALYSIS: 

PCA is an extracted feature approach designed for 

enhancement and application in this study. Due to 

the intensity of (PCA), which sets the stage for 

extracting a characteristic based on the evaluation of 

all data sets, this strategy should look into the dataset, 

which suggests that the image will not be reviewed 

and its attributes will not be extracted separately. As a 

result, not only must the empirical dataset be chosen 

correctly for the training phase, but also to eliminate 

the function required evaluating the dataset. It also 

suggests that the characteristic for each examine 

image cannot be extracted separately; the results must 

be compared, and the PCA algorithm must be used. 

PCA is a computational empirical method that is 

mostly employed in picture recognition, according to 

various findings in the literature.PCA is one of the 

most common approaches to improve a data element 

while preserving as much information as possible. 

This approach is applied in a variety of ways, such as 

mathematical models, computational biology, image 

analysis, and data processing, to name a few. 

 

Auto faces are a line arrangement of weighted 

eigenvectors used in the PCA method to represent 

faces. The image database is used to create these 

eigenvectors. Matrices of covariance the quantity of 

photographs in the database will determine the 

proportion of own faces obtained. For 

multidimensional hyperspace data analysis, PCA is a 

suitable tool. Data extraction is an unsupervised 

learning technique that assumes data structure 

information is not there.  

 

The most extensively used data dimensionality 

reduction approach is Principle Component Analysis 

(PCA). Face extraction is performed in facial 

recognition using an algorithm that aids PCA. MIT 

Media Lab's Turk and Pentland were introduced in 

1991. Facial recognition relies heavily on analysis [34]. 

PCA is commonly used to convert data from one 

format to another. More angles are used to analyze 

facial data. Remove unneeded information and noise 

while keeping the essentials. Data characteristics 

significantly minimize measurements, speed up data 

processing, and save time and money [35] [36]. As a 

result, this algorithm is widely employed. View 

involving dimensional reduction and 

multidimensional data.  

 

Using Eigen Values the original data is projected into 

a feature space with a lesser dimension, defined by 

Eigen vectors, using PCA covariance matrix can be 

produced. The Eigenvectors calculated by PCA are 

called Eigen faces and have been employed in face 

representation and recognition. More than human 

faces, gel images have a high dimensionality 

compared to their size, making PCA a helpful first 

step in analysis. Many methods exist for recognizing 

faces, including, PCA principle component analysis 

known as Eigen faces is a method for analyzing and 

matching features. To track human movement, a 

combination of feature matching and feature selection 

was used in the past to track the faces of people using 

Eigen faces. 

 

Steps followed by PCA are: 

Step1: Assume K images (I1, I2, I3…Ik) by X*X size 

having X2 row or column size of vector. 

Step2:  the training set image average (µ) is calculated 

by 

µ=
1

𝐾
∑ 𝐼𝑥𝐾

𝑥=1      (1) 
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Step3: By vector (Φ), from the average image each 

trainee image is differs. 

Φi=Ii- µ     (2) 

Step4:  the Covariance Matrix or Total Scatter Matrix , 

is calculated as follows:   

Cove=
1

𝐾
∑ Φn𝐾

𝑥=1  ΦnT= = AAT, where A= [Φ1Φ2 Φ3... 

Φn]  (3) 

Step5: λK and uK are covariance matrix (Cove) Eigen 

values and eigenvectors  

Step6: Calculate the vectors of weights, to image 

classification; which can be projected into this feature 

space. 

ΩT= [ω1, ω2... ωM’], Where ωk=ukT(k- µ)  

k=1,2,…………. M' (4) 

here M' represents not only total Eigen faces, but the 

ones with greater values. 

In Eigen face, one of the classical approaches is a 

PCA-based feature extraction algorithm [37]. The 

simplest method of feature extraction is shown in 

Figure 2, in which PCA faces are joined. The K-Near-

Neighborhood (KNN) technique was used to verify 

the results. Get covariance eigenvectors by selecting a 

matrix and major component from a set of sample 

data and computing Eigen values and eigenvectors of 

covariance. 

 
Fig 2: Principle Component Analysis with KNN 

Technique used to verify the result 

Despite the fact that PCA is effective at managing big 

data sets [38]. The most significant disadvantage is 

that your training dataset must be sufficiently large 

[39]. as if there are  thousands of original images in 

the facial recognition system, then its difficult to 

collect   Low-dimensional data as  if persons have a 

wide range of facial expressions, and there are 

obstructions in front of the face, and the light is 

excessively strong or weak. 

PCA limitations: 

Consequently, PCA is vulnerable to change in 

illumination since it treats the inner-class and outer-

class equally. 

2) LDA: 

LDA linear discriminant analysis is a dimensionality 

reduction technique used for supervised classification 

problems. It's utilized to separate two or more classes 

by modeling differences in groupings. Using these 

technique Higher-dimensional characteristics are 

transformed into a lower-dimensional environment. 

LDA is a "classic" technique for determining a linear 

combination of characteristics that characterizes or 

distinguishes numerous classes of objects, as well as 

reducing dimensionality before classification. 

An individual face is represented by an array of pixel 

values in computerized facial recognition. Specifically, 

to minimize the total number of features before 

classification, linear discriminant analysis is used. 

Fisher's linear discriminant and Eigen faces are the 

terms used to describe the linear combinations 

obtained using principle component. 

Every new dimension is then constructed from Fisher 

linear combinations, which is the term given to the 

linear combinations derived by utilizing Fisher's 

Linear Discriminant (Fisher).while Eigen faces are the 

name given to the linear combinations obtained using 

principle component. 

Class-dependent transformation:  

 This strategy focuses on increasing the between-class 

to within-class ratio, major goal is maximizing the 

ratio in order to provide acceptable class separation. If 

you're going to use a class-specific type strategy, for 

transforming the data sets independently you'll need 

to use two optimizing criteria’s. 

Class Independent transformation: 

Using this technique the ratio of total variation to 

within-class variance is maximized. Since only one 

optimization principle is used to convert the data sets, 

this strategy transforms every data point, regardless of 

their class identity. When implementing this kind of 

LDA, each class is treated as single compared to all 
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other classes. A lower-dimensional projection of the 

original data matrix is achieved using LDA. This 

required three stages. Separability between classes 

should be determined as a first step. In the second 

step, compute the within-class variance (within-class 

matrix) in order to determine how much difference 

exists between a class mean and its representative 

samples. In the third step, build a lower-dimensional 

space that maximizes variance across classes while 

minimizing variance within classes. 

We can apply linear discriminatory analysis (LDA) to 

analyze the labeled facial recognition dataset [40]. It's 

used to talk about classification [41].As shown in Fig. 

3, After dimensionality reduction, PCA requires as 

much data variance as possible in order to partition 

the data as broadly as possible, whereas LDA demands 

as little variance within the same data group category 

as possible after projection and as much variance 

across groups as possible [42].This indicates that LDA 

has taken care of reducing dimensionality, and you 

should use the information on the label as much as 

possible to distinguish the various kinds of data. 

 

 

 
Fig 3: shows comparison between PCA and LDA 

 

Fig 3: shows while principle components analysis 

(PCA) focuses on the data as a whole rather than 

focusing on the actual class structure. Unlike PCA, 

LDA does not alter the original data sets' positions, 

but instead aims to improve class separability by 

drawing a decision region between the specified 

classes. When employing Linear Discriminant 

Analysis, face vector space must be represented 

efficiently (LDA), by combining all of the data from 

facial training, PCA creates a face space that does not 

rely on face classes. Class-specific information is used 

in LDA. Which maps data into a classification space 

by generating linear discriminant function, where the 

sample's categorization is determined using metrics 

like Euclidean distance. As a result of LDA, an object's 

numerous properties are analyzed to determine which 

group it is most likely a part of. 

 

3) Independent Component Analysis ICA: 

Most successful face recognition representations that 

use PCA include Eigen faces [43], holons [44], and 

local feature analysis [45]. Because much of the 

crucial data in a task This means it is vital to test 

whether or not PCA generalization that takes into 

account high-order correlation between picture pixels, 

rather than only second-order associations, is 

beneficial for face recognition. An example of this is 

Independent Component Analysis (ICA) [46]. 
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ICA representations were benchmarked against PCA, 

which is similar to the "Eigen faces" representation 

[47], [48]. 

 

[49] [50], and [51] are some of the algorithms for 

performing ICA. Information is optimally transferred 

in neurons with sigmoid transfer functions [52], 

hence we used Bell and Sejnowski's infomax 

technique. 

 

This algorithm works as follows:  

 

Let Y is n-Dim random vector represents inputs 

distribution and Z represents nxn invertible matrix, 

V=YZ and X= f (V) an n–Dim random variable 

represents the n-neurons outputs. 

Invertible squashing functions are used to map real 

numbers into the interval [0, 1] in each component of 

f= (f1............fn).  

    fi(v)=
1

1+𝑒
-u (5) 

Here V1............Vn  are linear variables can be regarded 

as pre synaptic activations of –neurons 

Y1............Yn  are post synaptic activations delimited by 

the [0,1] interval. 

 The weight matrix's gradient updating rule is as 

follows WM: 

ΔWM α  ∇WM En(Q) (WT)-1+ V(Q’PT)      (6) 

WT= Transpose of weight matrix; V=Expected Value; 

En(Q)=  random vector(Q) entropy  

∇WM En(Q)= Matrix form representation of gradient of 

entropy 

Natural gradient (1) is calculated by multiplying the 

absolute gradient by WTW , this can be used to avoid 

computing the matrix inverse. 

ΔWM α ∇WM En(Q) WTW= I+ (Q’ VT)WM             (7) 

I represents identity matrix; Qi’= (1-2Qi) 

When there are several inputs and an output, 

increasing the output’s joint entropy encourages the 

separate outputs to become statistically independent. 

The following are some of the possible benefits of ICA 

over PCA: 1) it gives a more accurate statistical data 

model, allowing for a more accurate recognition of 

data concentrations in n-dim space. 2) The mixing 

matrix is uniquely identified by LDA. 3) It may be 

able to reconstruct data more accurately than PCA in 

the presence of noise. 4) It is sensitive to high-order 

statistics in data, in addition to the covariance matrix. 

4)  Support vector machine (SVM): 

SVM was projected by “Vapnik and Cortes” in 1995. 

SVM [53] is a facial recognition technique designed 

for short samples and high-dimensional challenges. A 

generalized portrait algorithm was used to create this 

classifier. It quickly became the most popular 

machine learning technology due to its superior text 

classification performance [54]. We employ facial 

features extracted and SVM to find the hyper plane to 

discriminate various faces in facial recognition. 

Assume you have a 2dim space with a lot of training 

data. To successfully categorize training data, SVM 

must discover a collection of straight line. The 

supporting vector is the data point, represented in 

Fig.4; this segmentation technique has the greatest 

generalizability. The approach described above 

separates data in a 2Dim plane; however the principle 

can be used to 3dim or even higher-dimensional space, 

with the limitation that the discovered boundary 

becomes a plane or hyper plane. 

 

 

 
Fig 4 :  support vector machine representation 

 

SVM works as follows: 

Support Vector Machine is a binary classification 

approach based on the concept of structural risk 
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reduction that finds the best linear decision surface. 

The decision surface is a weighted mixture of the 

training set's features. The boundary between the two 

classes is defined by these items, which are called 

support vectors. 

A set of labeled training data (Mi, Ni) is fed into an 

SVM algorithm, where Mi is the data and the label Ni 

= -1 or 1. A SVM approach produces a collection of 

support vectors Svi, and ci coefficients weights, 

support vector class labels Ni, and a constant term b. 

The decision surface is linear calculated as. 

 

w.z+b=0 (8) 

w=∑ ciVs
𝑖=1  Ni Si (9) 

 

By implementing a kernel Ker (".) SVM may be 

extended to nonlinear decision surfaces. The decision 

surface is nonlinear. 

 

∑ ciVs
𝑖=1  Ni Ker (Svi,z)+b=0  (10) 

 

An image of a person's face vector represented by  P  

Rn, where face space represented by Rn. Face space 

might be the original vectorized pixel values or 

another feature space, such as projecting the facial 

image on the eigenvectors created by applying PCA 

on a training set of faces (also referred to as Eigen 

faces). 

 

If P1 and P2 are photos of the same face, we write P1= 

P2 and P1 # P2if two images are different. To 

minimize ambiguities, we used the following 

nomenclature for identification and verification. 

Where as an unknown face is represented by the 

probe, while the gallery is a collection of photographs 

of recognized persons. The face in identification a 

probe has been identified. A probe is the facial image 

displayed to the system during verification. Whose 

identification must be confirmed the probe set refers 

to the collection of unknown faces. 

SVM was created to classify binary data. Face 

recognition is a multi-class classification problem. 

Two types of SVM algorithms are used to recognise 

faces: One versus One and One against All. As a result 

of this technique, each pair of classes is categorized. 

In the "one against all" category, each class is 

separated from the other classes. 

We frequently have to deal with n>=2 classes in real-

world scenarios. Two pairs make up the training set 

are (Pi, Qi,) here Pi  Kn , Q 1,..., n  , i = 1..l 

extending the two-class to the multiclass case fori .N-

SVMs are trained in the one-vs-all technique. Each 

SVM distinguishes a all other classes from single 

class. 

 

Each of the n individuals in the face database has ten 

face images. The training samples were made up of 

five photos from each of the ten, while the test 

samples were made up of the remaining five. The 

other training samples' photographs were all classified 

as negative samples, but the first participant's five 

shots were designated as positive samples. In order to 

generate acceptable support vectors and the optimal 

hyper plane, positive and negative data were used as 

input samples to train an SVM classifier. The SVM 

was given the name SVM1. As a result, we can 

calculate the SVM for each individual, which is 

denoted by the letters SVM1... SVMn. 

 

The samples can be divided into n classes using the n 

SVMs. There would be various scenarios if a test 

sample was fed into each SVM in turn: 

 

➢ The sample was classed as class I if SVMi 

determined it to be positive while other SVMs 

determined it to be negative at the same time. 

➢ If multiple SVMs decided to be negative at the 

same time while other SVMs decided to be 

positive, the classification was erroneous. 

➢ If all SVMs simultaneously decided that the 

sample was negative, it was determined that the 

sample did not belong in the face database. 
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SVMs were utilized for classification with a variety 

of feature extraction methods: PCA, LDA, and ICA 

are three different types of investigation. 

Local Featured Based Methods:  

Based on the input image's local features, local 

feature-based algorithms can identify unique face 

regions like  mouth , eyes or the nose and then 

calculate the geometric relationships between those 

facial spots. Ref [55] presented the algorithm that is 

most commonly used, Local Binary Pattern. Before 

collecting histograms of local binary pattern, first the 

facial image is segmented into small regions of 

interest. The feature classification is done using the 

closest neighbor classifier. It was a groundbreaking 

concept at the time, and it's still used in most facial 

recognition systems today. 

Ref [56] proposes a Descriptor for generalized LBP 

texture that makes effective use of local texture 

features. For changing the illumination effect, the 

approach is quite easy and efficient while keeping the 

fundamental appearance elements required for 

recognition. LBP-based recognition is also greatly 

improved by removing the local histogram and 

substituting it with similarity measures based on local 

distance transformed. 

When it comes to parameter selection, the LBP 

operator is extremely powerful, and while minor 

changes in the parameter can result in significant 

variations in feature vector size, A 3x3 sample size's 

LBP is validated as     

𝐿𝐵𝑃 = ∑ 𝑆7
𝑖=0 (Pa-Pb) 2i  (11) 

   (12) 

 

Where Pa denotes the central pixel and Pb denotes 

neighboring pixels. The binary code is created by 

associating a value to its surroundings. It's not 

affected by changes in lighting or contrast. Small 

fluctuations in pixel values and noise, however, make 

it vulnerable. 

 

UNIFORM LBP: 

LBP operator has been replaced by a uniform LBP 

operator (ULBP). Use rotation-invariant facial 

features to decrease the feature vector. When the bit 

pattern is circularly at right angles to each other, 

there are only two in-between transforms from 1 to 0 

or vice versa.(8, R) neighborhood will produce 59 

patterns from an array of bits of 256. It is possible to 

calculate the pattern by using 2p. 

ULBP=| M (Pa-1- Pb) – (P0- Pb)| + |   ∑  Q ( Pa −𝑎−1
𝑎=1

 Pb) – Q (Pa − 1 −  Pb)|  (13) 

The rotation invariance of LBP is used to map the 

uniform pattern, with the goal of obtaining 

fundamental aspects of face images. 

 

SIFT: 

SIFT method proposed by David G Lowe in 2001 [57]. 

SIFT stands for Feature-Based Face Recognition. SIFT 

aids in the extraction of local features from photos. 

SIFT's implementation technique is divided into five 

stages: 1.Scale space extreme detection, which detects 

image key points; 2.Getting Rid of Unreliable Key 

points 3.Keypoints direction, where the gradient of 

magnitude to those key points is determined 

4.Feature descriptors are the results of the calculated 

feature of key points. 5. Comparing and contrasting 

the aspects of two separate photographs. Initially SIFT 

Algorithm performs feature extraction on test images. 

These features are compared to SIFT features as a 

result of the training image .Based on Euclidian 

distance, nearest neighbor matching is used to match 

the two features. 

Step 1: Extreme Detection of Scale-Space: To begin, 

we use SIFT to discover a few key points on the face. 

The Difference-Of-Gaussian function is used to derive 

the image's scale space. By examining the image scale 

space, you may find the maxima and minima key 

points. Convolution of the Gaussian function GF (xi, 

yi, σ) with an input image I generates the image's 

scale space (xi, yi). 

L (xi, yi, σ) = GF (xi, yi, σ) * I (xi, yi)          (14) 
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Where GF (xi, yi, σ) is the Gaussian convolution 

kernel. The pixel coordinates of the input image are 

represented by (xi, yi).Scale factor is represented by 

σ.The scale space images are L (xi, yi, σ). 

The multiplicative factor k is used to discriminate 

nearby scales of two independent Gaussian pictures, 

yielding Local Maxima or Minima of F1 (xi, yi, σ) 

F1(xi, yi, σ) = (GF(xi, yi, kσ) - GF(xi, yi, σ)) * I(xi, yi) (15) 

     = L(xi, yi, kσ)–L(xi, yi, σ)        (16) 

 

For each surrounding scale in which the sample point 

and its eight neighbors’ have been measured against 

each other, F(x, y, σ)'s maximum and minimum 

values are calculated. As a candidate key point, only 

pixels that reflect a local maximum or minimum 

among all the compared pixels can be evaluated. 

 

Step 2: Unpredictable Key point’s elimination: Final 

key points are chosen based on their stability 

measurements. Because there are so many key points 

while creating extreme key points, this phase assists 

in removing the unreliable and unstable key points. 

During this process, some key points that are 

susceptible to noise or have no edge effect are 

removed. The crucial point is removed if the value 

goes below a specified level. 

Step 3: Key point Direction: The direction of the key 

point, which can offer feature rotation invariance, is 

the following step. 

Step 4: Key point feature Descriptor: A 16*16 key 

point neighborhood descriptor is constructed by 

calculating orientation and the gradient magnitude at 

each picture point. An orientation histogram of size 

4*4 has been created by using the Gaussian window to 

weight the neighborhood and collect this weight. 

Histograms consist of 8 categories; hence each feature 

has 4X4X8=128 key point descriptors. 

Step 5: Matching Feature: This step is same as image 

matching. It's all about matching features in an image. 

On each of the two images, Euclidian distance is used 

to match two key points. The key point descriptor 

produced from the test image is then compared to the 

key point descriptor extracted from the training 

images. For each key point descriptor, the best match 

is obtained by selecting the nearest neighbour in the 

database of key point descriptors from the training 

pictures. A second threshold is utilized to eliminate 

the key points that do not have a good enough match 

with each other. There are two factors that determine 

whether to accept or reject a match: nearest neighbor 

and second-closest neighbor's distance. 

 

SURF (Speeded Up Robust Features):  

It's called SURF, Bay and his colleagues proposed the 

SURF algorithm. While SURF's performance is 

equivalent to that of SIFT, it reduces the 

computational complexity [58], Surf finds image key 

points and produces descriptive text. A Hessian 

matrix is used to determine the key points in SURF's 

algorithm. Applying appropriate filters to the integral 

image simplifies the operation and reduces the 

computing cost. Calculate Haar wavelet responses in 

both directions to find out what's going on. A robust 

key point descriptor is discovered by SURF technique 

employing integral picture and Hessian matrix. Key 

points from two facial photos are then compared for 

recognition. 

 

In the SURF algorithm feature points speak about the 

points that appear in specific locations in images, such 

as edge points, corner points and spot points. To 

determine key points reliability repeatability used as 

an important performance metric. The Hessian matrix 

is utilized in the SURF technique to speed up the 

process. The Hessian Matrix can be used to identify 

the maximum value point. 

 

In image I, scale Σ at the Hessian matrix at a position 

X = (x, y) in image ‘I’ is calculated as: 
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The convolution of the Gaussian is denoted by Lxx (z, 

ς *). 

Consider using the Box filter and integral images to 

improve the speed of SURF. Using integral pictures at 

a cheap computational cost The Box filter can be 

computed, and the size of the filter has no effect on 

the calculation. 

B. Orientation Assignment: By employing the Haar 

wavelet, it is possible to assign orientation to observed 

key points. Using a group of pixels, the Haar wavelet 

responses are computed in both directions around the 

detected spot, there is a 6 radius circles. As a result, 

summing the responses of the Haar wavelet 

determines the dominant orientation. It's possible to 

get local orientation by adding up all of the data from 

each location's x and y responses within a size of π/3 

orientation window. It is possible to establish the 

interest point orientation by looking at the longest 

vector among all of the windows. 

 

C. Descriptors of SURF: unique description of a 

features specified by SURF descriptor. A description 

can be derived based on the area surrounding a point 

of interest in the data. It's possible to calculate a surf 

description using the responses of Haar wavelet as 

well as integral photos. To begin, create a square 

rectangle around the key point. An area of 4*4 squares 

is divided into a wavelet-based sub-region of 20S. 

This technique keeps important spatial information, 

such as object locations. To give some robustness 

when deformations and translations occur, the 

interest areas are weighted using a Gaussian centered 

at the interest point. Each key point's Haar wavelet 

response at 5S*5S should be determined. A descriptor 

vector for the SURF algorithm can be written as 64D 

(4*4*4 = 64). It's a lighting invariant SURF descriptor 

As a result of Haar; the reaction is invariant to 

lightning. 

 

D. Matching Interest Points: After the preceding 

procedure's detection of robust key points, the 

following step is to match those interest points. The 

Euclidean distance between the feature vectors 

determines whether or not these key points may be 

matched together. You may use it to find distance 

between the key points of a picture and its training 

image, and then use that distance to match up the key 

points. 

 

Hybrid approaches: 

Hybrid approaches, which use both local feature 

based and holistic methods at the same time, are the 

third type of traditional face recognition approaches. 

A popular research trend is to hybridize or combine 

multiple methodologies to achieve better outcomes. 

Many researchers use hybrid models to combine the 

benefits of local and global methodologies.  

 

A hybrid method is proposed in ref [59] based on 

Principle Component Analysis with TRS (Tolerance 

Rough Similarity). In this hybrid approach, from the 

face image by using PCA the feature matrix is 

extracted, and then the similarity index is extracted 

using TRS. On multiple datasets (OUR, YALE, and 

ORL), the results attained good accuracy rates of up to 

ninety seven percent and showed consistency. Ref [60] 

takes a different strategy when it comes to facial 

recognition. Eigen-values of a 2Dim wavelet 

transform are utilized as k-means, correlation 

coefficient as preprocessing methods, and an RBFN 

network as a classifier to create a feature vector. 

Using the specified feature vectors, the minimum 

Euclidean distance for each person is determined. For 

a new face image, the feature vector is created first, 

and the distance between this new vector and all 

centres is compared to get the similarity index. 

Recognition accuracy was 96 percent in the best-case 

scenario. 

 

1.PCA with Tolerance Rough Similarity: 

Using PCA the relevant features from the query 

image are first obtained. After that An image is 

compared to images in the database using tolerance 

rough set-based similarity. The tolerance similarity 
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measure was used to calculate approximation-based 

similarity values that were lower and greater. 

 

 
 

In general, pixels are used to represent each facial 

image. For example, the extracted features might be 

utilized directly for face recognition or further 

processed to choose relevant ones or reduce the 

quantity. In recent years. 

 

A number of PCA-based methods have been 

presented. For the Characterization of Human Faces, 

a transformation termed Eigen space projection can 

be used [61]. PCA [62] stands for "passive face 

recognition”. It is feasible to minimize the complexity 

of the image groupings by using PCA. Some of PCA's 

uses include computer access control, medical records, 

online banking, post office, passport verification, and 

etc.etc. 

 

 

PCA uses following steps 

1. Extract  images of faces  

Let us take a set of K face images (I1,I2……….IK) with 

size n*n and average  of  training set image 

  (μ)
1

𝐾
 ∑ 𝐼𝑖𝐾

𝐼=1     (18) 

2. Subtract the mean value 

    Xi= Ii- μ    (19) 

3. Calculate the covariance 

Covariance= AAT   (20) 

Where A = [X1, X2...XK] 

4.  Eigenvector (EV) and Eigen values are 

calculated  as follows (λ) 

XEV =λ EV    (21) 

Where λ  is Eigen value  and a set of eigenvector 

associated with it are represented by EV 

5. form the feature vector and select the 

components 

FeV=[EV1, EV2...EVn]  (22) 

 

6. Transformed vector calculated by 

Transformed data = FeVT(I- μ)  (23) 

Features are derived from facial photos using the 

algorithm above. Tolerance similarity is evaluated 

between pictures in the proposed work, in addition to 

distance (e.g., Euclidean distance). 

 

The study of intelligent systems is known as rough set 

theory, this was expressed in Ref [63, 64]. Rough set 

theory [65] is an excellent method for determining 

face recognition's most important features. 

  

Rough set theory is a statistical technique used in 

multi-attribute decision analysis to analyze 

uncertainty and vagueness. There is a discussion of 

approximate set-based categorization algorithms in 

[66,67]. DS is for finite decision classes of a non-

empty set. Let R = (V, FA ∪ S) be a decision table 

where V stands for finite elements  of a non-empty 

set and FA stands for finite attributes of non-empty 

set. V = Ua, where Ua represents the collection of 

values of the attribute 'a'. For any I ⊆ FA There is an 

indiscernibility relation Indis(I) for any IFA, which 

can be described as 

          Indis(I)={(zi,zj) ∈ V2 | fi 

(a)=fj(a), ∀ aϵFA }   (24) 

In situations when xi and xj are indistinguishable, 

(zi,zj) ∈ Indis(I). There are two types of classes that are 

generated by the Indis programme: Indis (I)  For 

example, the element Z and the element V/S share 

the same class label, therefore Z ∈ V/DS.  

Algorithm: 

INPUT: all face images I and their features t 

and query face image 

OUTPUT: Matched image 

1. Extract the features from face image using 

PCA 
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2. Check whether the extracted feature is 

uncertain 

     X(Ii)={Ij| F(Ii Ij)>=2}U { Ii}  (25) 

3. Compute tolerance similarity to compare  test 

image and trained image  

   Sa (Ii Ij)= I-
|𝑑(𝑎(𝐼𝑖),𝑎(𝐼𝑗)|

|𝑑𝑚𝑎𝑥|
  (26) 

4. Compute lower and upper approximation 

based on similarity 

t(a)I={ Ii| Ii ∈ U , Sa(I)=1}  (27) 

t(a)I={ Ii| Ii ∈ U , Sa(I)>0} 

5. Match test image with lower approximation 

if not match test image with upper 

approximation. 

6. Output the matching result 

2) 2D wavelet transforms: 

A face recognition system that uses “Radial Basis 

Function” RBF neural network as a classifier and 

“wavelet transform” Eigen values as feature vectors is 

said to be 2-Dimensional wavelet transformation  

used to breakdown the face images. The wavelet 

coefficients are averaged from the wavelet 

transformation in order to determine centers of 

features. As part of the train process, four wavelet 

transform outputs are evaluated, and all of the Eigen 

values of these This is followed by storing as features 

the wavelet sub images with a maximum of 10 Eigen 

values Using wavelet transform with four sub images 

and 10 Eigen values for each sub image, the feature 

vector has a length of 40 elements.RBF function 

selects a centre for each individual based on the least 

Euclidean distance from all features after features 

have been obtained. When presented with a new face 

image, An RBF network computes a feature vector 

first, then compares the distance (error) of that new 

vector to the centers of all people to discover the 

shortest distance to aim at the target face. 

Steps followed by 2-D wavelet transformation are  

Step 1: Preprocessing in wavelet transform: 

A new time domain coordinate system is created via 

the wavelet transformation. As a first-level in fig: 4, 

splitter, this transform splits the image into 4 new 

sub-images these are mapped into matrices, These 

new matrices have a lot of information about the 

image and are very resistant to noise and There are 

detailed coefficients of face that are decomposed in 

wavelet transformation as seen in the below fig .  

 
Fig 4: 2-D wavelet transformation 

 

A scaled representation of the original image with all 

details, an approximated horizontal gradient, an 

approximated vertical gradient, and diagonal details 

can be used to break down the face picture V into up 

to four new images. If the algorithm requires more 

details, this step can be repeated until the size of the 

scaled image stored in A is smaller than a certain 

threshold. Similar to how Level 2 of the wavelet 

transformation decomposes only the A into 

approximation and details, a similar approach is used 

to break down horizontal, vertical, and diagonal 

details to create new sub images. Only two levels of 

face images were processed using the wavelet packet 

transformation. There are four matrices that arise 

from the original image being scaled down: two 

horizontal details; two vertical details; and two 

diagonal features from the original. It is used as 

recognition input to extract trustworthy features from 

the wavelet packets obtained during the 

preprocessing step. 

Step 2: Feature extraction: 

It is initially necessary to extract all wavelet sub 

matrix Eigen values and Eigen vectors in the feature 

extraction process. This is done as part of the 

preprocessing procedure, when we extract seven sub 
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matrixes each sub matrix's Eigen values and 

eigenvectors have been calculated. In mathematics, 

eigenvectors are vectors with non-zero values 

proportional to the original vectors after being 

multiplied by a matrix. 

M z= λ z (28) 

M = Matrix Wavelet Sub Image ; z = Eigenvector; λ = 

Eigen value 

A normalized Eigenvector is one of the most common 

methods of pattern detection. So, the Eigen values are 

the lines that pass through a matrix but are not 

transformed. That is obvious.  That the lines that pass 

through the original matrix are known as Eigen 

values, But aren't altered in any way by the 

transformation. Identifying a matrix Eigen values is a 

pre-requisite to obtaining the Eigenvectors of that 

matrix. If you want to discover Eigen values, you'll 

need to know what the M-determiner of M-λI is 

equal to. It is possible to find Eigenvectors by 

replacing our Eigen values into our original equation 

after we have a set of Eigen values. 

When all Eigen values have been found, the values 

are sorted, and the ten highest values are selected it’s 

a fact, the entire number of elements of the matrix is 

summarized in 10 higher Face picture is separated 

into seven sub matrix using level 2's wavelet 

transform in the preparation step. A vector of length 

7 * 10=70 can be obtained by selecting 10 Eigen values 

from each sub matrix. 

As part of the train process, certain facial photos of 

each individual are taken from a variety of angles and 

viewpoints. After a preprocessing phase, The Eigen 

values of wavelet sub matrixes from these images are 

extracted. 

Correlation coefficients are obtained after detecting 

the features of a person face image, and if a vector or 

feature is so dissimilar from other vectors or features, 

it is discarded during the train phase. It is also 

possible to improve the performance of features by 

using k-means clustering method. 

 

Step 3: Noise reduction by K-means clustering 

method. 

The K-means clustering algorithm, which has its 

origins in signal processing, is frequently used for 

cluster analysis, both in image processing and data 

mining. This approach maps N observations or feature 

vectors into one or more k clusters or centres using K-

means clustering. 

Despite the fact that this problem is challenging 

computationally, there are several effective heuristic 

techniques that can discover centers’ very rapidly 

however, k-means clustering attempts to discover 

groups of identical components, whereas the 

expectation-maximization technique allows for varied 

geometries of clusters. A centre diverge occurs when 

features are sparse or so distinct from one another 

that algorithms aren't capable of grouping them all 

together in defined centers’. The k-means algorithm 

diverges when a vector or feature causes it to do so. 

This feature should be removed in the train stage. 

Modern Approaches: 

Face Recognition and Fuzzy Logic: As previously 

mentioned, major difficult issues in face recognition 

systems is dealing with variations in illumination. A 

wide range of approaches have been offered over the 

last few decades, but no solution has been totally 

successful in dealing with illumination variance. In 

this case, fuzzy set theory has been shown to produce 

excellent outcomes. 

[131] is a fuzzy-based facial recognition model from 

the early 1990s. For a class that was regarded a 

membership grade with prediction, the proposed 

models used an incremental degree of projection. This 

level of discrimination helps with categorization 

accuracy. When working with the features vectors 

generated by PCA, a fuzzy K-nearest neighbour class 

assignment is used. When the results of these studies 

are compared to the Yale, ORL, and CNU (Chungbuk 

National University) face databases, it is clear that the 

categorization results have improved dramatically. 

Since the beginning of the profession, face 
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recognition researchers have struggled with 

illumination variations. 

In Fuzzy based Face Recognition Recent 

Developments: 

2DPCA a fuzzy-based face recognition algorithm has 

been presented in ref [143]. It uses the K-nearest 

neighbor fuzzy approach and creates the training 

samples membership degree matrix, which is then 

used to construct fuzzy means for each class. A 

prediction can be made using these fuzzy means in 

order to improve classification results. Face datasets 

from FERET, ORL, and YALE are used to test the 

proposed model. Experiments show that the method 

works effectively even in difficult environments 

including lighting expression variations and position 

limitations. 

Face recognition researchers have struggled with 

illumination variations from the beginning of the 

field. [70] Developed a fuzzy reasoning model to deal 

with light variations using a fuzzy theory-based 

picture enhancement strategy, it’s an adaptive 

development method that accentuates low contrasts 

and non-uniform illumination. The proposed 

approach, Increases the intensity and dissimilarity of 

the original image. It also brings out the hidden 

aspects of the provided image because to its fuzzy 

logic. 

Four blind reference image quality measures derived 

from the input visual face were used to evaluate the 

fuzzy reasoning model. The information from these 

four matrices (X, Y, Z, and M) is then used to 

restructure an augmented picture using a fuzzy logic 

system. The authors also compare six state-of-the-art 

approaches to the proposed model in a comparative 

analysis. It achieves impressive results for position, 

illumination, and expression on well-known face 

datasets “Yale-B, Mobio, FERET, and Carnegie 

Mellon University”. Other research, In ref [71] and 

ref [72], have incorporated fuzzy linear regression 

discriminant projection models in a similar direction. 

2)Machine learning: 

A pioneer in computer games and artificial 

intelligence, Arthur Samuel developed the phrase 

Machine Learning in 1959, stating that it "gives 

computers the ability to learn without being 

explicitly taught." "A computer programme is said to 

learn from experience E with respect to some task T 

and some performance measure P, if its performance 

on T, as measured by P, increases with experience E," 

remarked in 1997 by Tom Mitchell in a mathematical 

and relational definition. 

As a result, machine-learning implementations 

categorized into three broad types, which are as 

follows: -  

Supervised learning:  

In this technique well-labeled data used to train the 

machines, they may predict the output based on that 

data. For instance, there are inputs which have 

already been labeled with the desired result. 

Machines are taught how to predict output accurately 

through supervised learning, which relies on training 

data provided by humans. A student learns the same 

notion under the guidance of a teacher. When you 

supervise machine learning, you provide the model 

with both input data and the proper output data.  

Un Supervised learning: 

This type of machine learning analyses and clusters 

unlabeled datasets using machine learning algorithms, 

often recognized as unsupervised machine learning.  

Reinforcement learning: 

An agent learns to behave in an environment by 

executing actions and seeing the effects. The agent 

receives positive feedback for every good action, and 

negative feedback or a penalty for every bad action. 

For example, with Reinforcement Learning, instead of 

labeled data, the agent is learned by using feedback. 

We don't have any pre-labeled data, so the agent can 

only learn from its own experience. A certain sort of 

problem can be solved with RL, such as game-playing, 

robotics, etc., where decision making is sequential 

and the aim is long-term. The agent has a relationship 

with the environment. 

Machine learning in face recognition: 
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“Artificial Intelligence (AI), Machine Learning (ML), 

and Deep Learning (DL)” technologies are allowing 

the facial recognition Using facial recognition 

technology, a person's identity can be determined by 

analyzing his or her face. Algorithms for machine 

learning are used to identify face features and match 

them to photographs of people in a database. 

It is difficult to understand how facial recognition 

technology works, which is why a thorough 

explanation would go much beyond the scope of this 

article A machine's ability to detect a face is based on 

four fundamental problems. Facial recognition and 

facial verification are among the techniques that can 

be used for face detection, face alignment 

Face detection: 

For the machine to detect the face in a picture or 

video, it must first locate the facial features in the 

Face detection is now a standard feature on most 

cameras. Facial recognition is also used by social 

media sites such as Snap Chat and Face book to allow 

users to contribute. 

Face alignment: 

Unaligned faces appear completely different on a 

computer. There is a need for an algorithm to 

normalize a face in order for it to be consistent Using 

a variety of generic face landmarks is one approach to 

achieve this When it comes to your chin, your nose's 

tip and even your eyes' outer edges - as well as other 

areas around your eyes and mouth Now we need to 

train an algorithm that can locate these places and 

turn the faces towards the centre. 

Feature measurement and extraction: 

In this step, numerous facial traits are measured and 

extracted in order for the algorithm to match the face 

with other faces in its database. After much confusion 

about which features should be measured and 

extracted, researchers realized it would be better if 

they just left it up the ML algorithm to decide what 

measurements to take on its own Embedding employs 

deep convolutional neural networks to teach itself to 

generate many measurements of a face, allowing it to 

identify it from other faces in a crowd. 

Face Recognition: A final ML algorithm will compare 

the measures of the face to known faces in a database 

using the unique measurements of each face. 

Whatever face in your database most closely 

resembles your subject's face in terms of its 

measurements will be returned as the match. 

Face verification: 

It compares the distinctive qualities of one face to 

those of another. To determine if the faces match, the 

ML algorithm returns a confidence value. 

Dictionary learning: 

This is a subset of machine learning technique , The 

fundamental goal of dictionary learning for face 

recognition is to generate a dictionary matrix from a 

sparse representation of training data. The 

discriminative features are retrieved from the training 

data in this case by learning the required vocabulary. 

Assuming we have a random distribution of face 

samples. The success of the sparse representation is 

dependent on the learned dictionary [83]. We must 

construct a task-specific vocabulary using the 

available face photographs. As a result, existing 

feature representation theories and approaches must 

be recreated for dictionary learning as a new research 

topic. 

Ref [84] suggested a face recognition framework for 

video streaming based on extended dictionary 

learning. The approach has been shown to be 

resistant to changes in lighting, position, and video 

sequence modifications. For the first phase, input 

videos are partitioned into a group of frames with the 

same illumination effect, and they are all invariant 

with respect to their pose. To prevent temporal 

repetition, this group-based framing method 

considers alternating positions and illumination. As a 

result of sparse representation, representation error is 

reduced for each collection of frames. 

In a second step, these learnt dictionaries are 

concatenated to generate a global dictionary that is 

sequence-specific in structure. After that, the third 

phase is used only for recognition. As a result of this 

prediction, automatic recognition becomes more cost-
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effective. On three of the most difficult datasets for 

video-based face recognition (“the Face and Ocular 

Challenge Series (FOCS), the Multiple Biometric 

Grand Challenge (MBGC), and the Honda/UCSD 

datasets”), there is a significant improvement in 

performance when compared to earlier methods. 

3) Face recognition based on Deep learning methods: 

Deep neural networks have been discovered to have 

huge processing capability for object recognition; As a 

result, deep neural networks have transformed 

machine learning in the past several years. From the 

social sciences to engineering to biological sciences 

and beyond, researchers are looking at deep 

frameworks in order to combine their existing models 

and come up with novel results It has a outstanding 

processing authority, great accuracy, and result-

oriented behavior, according to several researchers, 

including those in the face recognition field [73, 74]. 

This section provides a concise overview of recent 

deep learning-based achievements in facial 

recognition. 

The use of facial recognition to enhance accuracy, 

deep learning mostly depends on integrating current 

models with deep networks. Improved facial 

recognition systems are being developed. Deep neural 

networks and similar technologies are well suited to 

high accuracy and robustness in terms of performance. 

It has an advantage over typical facial recognition 

algorithms due to its superior ability to reliably 

categorize a large number of unlabeled faces. 

Working with unconstrained deep models in a 

dynamically changeable face environment like 

position, illumination, and cosmetic effects has shown 

some impressive results. Deep learning techniques for 

face recognition have been evaluated; however there 

is still a big gap between them against numerous 

variations. 

Ref [75, 76] explore the use of ANN for large-scale 

feature representation in early applications of face 

recognition. Final result, hidden layers are maximized 

in neural networks. According to this theory, To 

extract features space in a generic approach, There are 

multiple layers in the deep model, each one 

constructed on a kernel function that has a particular 

optimization target [77]. Unbelievable for identifying 

purposes because it is able to automatically without 

any human participation learn from unlabeled data. 

As a result of the usage of deep belief networks in 

2006 [78], the hybridization of multiple techniques by 

Sun et al. [79,80,81] and the categorization of Image 

Net with CNN [82], face recognition research has 

entered a new era. 

 

II.  Conclusion 

 

The term “Face recognition research” has become 

extremely popular research areas in the fields of 

“machine learning, artificial intelligence, and pattern 

recognition”. It has a huge impact on the developing 

digital society because it has so many social and 

scientific uses. We investigated a variety of traditional 

appearance-based techniques as well as a number of 

recent machine learning-based approaches for face 

recognition such as deep learning, and dictionary 

learning in this study. 

On numerous data sets such as “MS-Celeb-1M, YALE, 

AT&T, AR, 3DMAD, GEORGIA, Pub Fig, and CMU-

PIE”, the accuracy attained by different researchers 

has been examined. Reduced computational costs, 

illumination variations, viewpoint tolerance, scale 

and rotation variations, and the collection of 3D data 

have all been explored. There are many unsolved 

questions in future occlusion and background 

subtraction research. Finally, after assessing several 

methodologies, we suggest that incorporating soft 

biometrics with this exciting research area, other 

existing facial recognition algorithms can produce 

extraordinary results. 
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