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ABSTRACT 

A website helps a business to grow by using different marketing strategies. This report describes a novel 

approach to develop a website by just providing the text (description of the website) or an image as input. Using 

Text Input, it will suggest template (screenshots) after identifying the theme of the site inferred from the input. 

Those templates are converted into code for further customizations for their personal use. Current problem was 

that a web developer would take more than 15 days only to just make the basic structure of a website. This issue 

is resolved by our work, which will generate the complete code of the webpage/ website in less amount of time. 

In this paper, it will tokenize each word to find their synonyms and then mapped it with root words for the 

theme identification and uses deep learning model to convert templates into code. 
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I. INTRODUCTION 

 

The process of implementing client-side software 

based on a Graphical User Interface (GUI) mock-up 

created by a designer is the responsibility of 

developers. Implementing GUI code is, however, 

time-consuming and prevent developers from 

dedicating the majority of their time implementing 

the actual functionality and logic of the software they 

are building. Moreover, the computer languages used 

to implement such GUIs are specific to each target 

runtime system; thus resulting in tedious and 

repetitive work when the software being built is 

expected to run on multiple platforms using native 

technologies. In this paper, we describe a model 

trained end-to-end with stochastic gradient descent to 

simultaneously learns to model sequences and spatio-

temporal visual features to generate variable-length 

strings of tokens from a single GUI image as inpu 

 

II. METHODS AND MATERIAL 

 

The proposed system is done in various steps like text 

segmentation, tokenizing, part of speech tagging, 

word map and theme, suggesting, CNN, LSTM and 

decoder as show 

 
• Input Image and Text 

User can upload images of UI to convert UI to 

code. 
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• Feature Extraction 

The methods of input have feature extraction 

Algorithms which extracts characteristics from 

both inputs each of them has their own feature 

extraction algorithm. 

Image input uses CNN as a feature extraction 

algorithm to get characteristics of input. CNN is 

widely used in computer vision problems because 

of its topology, which allows them to extract 

minor details from the input. 

 

• Theme Detection 

After Tokenizing, these phases come into play that 

uses Name Entity Recognition or Chunking that 

extracts Noun and Adjectives from tokenized data 

that are called Chunked data from that data 

synonym are extracted and mapped with root 

words. 

 

• Image Processing and DSL Token generation 

After the extraction of features from the image 

using CNN, we used DSL tokens to describe UI 

Components. To find different graphical 

components and their relation between each other 

DSL Token generation is used. DSL reduces the 

size of search space by reducing the total number 

of tokens of vocabulary of the DSL. 

 

• Decoder 

By using supervised learning method, model is 

trained by inputting an image I and xt is a 

contextual sequence of X of T tokens, t ∈ {0 . . . T 

− 1} as inputs; and xT token is taken as the target 

label. Input image I is encoded into vector 

representation p by using CNN-based vision 

model. LSTM Model is used to encode the input 

token xt into an intermediate representation qt 

which allows the model to concentrate more on 

certain type of tokens and less focus on others.  

 

III. RESULTS AND DISCUSSION 

 

This work will generate code for UI input provided by 

the user. fig 1 shows input provided by user as an 

image and code is the output generated by the system. 

Output contain the actual code of the website that was 

pass as an input. 

 
Fig 1 

 
Output  

User can copy this code and paste it on any html page 

as shown in fig 2, and can run the code. 
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IV.  CONCLUSION 

 

This proposed system has discussed the theme 

detection technique, suggesting themes to user, and 

generating code from the selected template. Current 

problem was that a web developer will take more than 

15 days only to just make the basic structure of a 

website. This issue is resolved by our work, which will 

generate the complete code of the webpage/ website 

in less amount of time. This system can be used by 

anyone to make a website from just a text input or 

screenshot of a website to generate code from it. 
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