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ABSTRACT 

 

Due to worldwide pandemic COVID-19, there arises a severe need of protection 

mechanismsto prevent man-to-man infection and face mask is one of the most 

important protection mechanisms. The basic aim of this study is to detect the 

presence of a face mask on human faces on live streaming video as well as on static 

images. The concept of Face Mask Detection System using Convolutional Neural 

Networks is to provide thousands of images of masked and non-masked individuals 

to a computer program and then train the computer program to recognize and 

distinguish the individuals in those images as masked or unmasked. In the present 

study the authors will use deep learning to develop face detector model. The 

proposed technique takes place in 2 phases. The first phase includes fine tuning a 

pre-trained classifier with our data set. The second phase includes applying the 

highly trained classifier to detect faces with masks and no masks. Alongside this, 

we shall use basic concepts of transfer learning in neural networks to finally output 

presence or absence of a face mask in an image or a video stream. 

Keywords: Deep Learning, Machine Learning, Artificial Neural Network, AI 

Models, Face-Mask Detection System, CNN, MobileNetV2 

 

 

I. INTRODUCTION 

 

In the year 2020, emerged the Covid Pandemic caused 

by the Corona Virus. It had a severe negative impact 

on the communal health and global economy. Due to 

limited medical resources and the absence of effective 

antiviral, WHO recommended several measures to 

control infection rate and minimize the circulation 

rate. Wearing a face mask is one of many such 

measures to ensure public safety. The mask stops the 

primary source of SARS-CoV2 droplets expelled by an 

infected victim from reaching and infecting a healthy 

individual. Thus, wearing a face mask was made 

mandatory everywhere quickly. For contributing 

towards public health, this project aims to generate a 

highly accurate, efficient, and real-time mask 

detection technique that can efficiently detect faces 

with no masks in public, enforcing them to wear 

masks.Initially, face detection takes place with the 

help of Object Detection algorithms and then it is 

reverse engineered. The primary research on face 

detection was done in 2001 using the design of 

handcraft feature and application of traditional 
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machine learning algorithms to train effective 

classifiers for detection and recognition [1]. Recently, 

face detection methods based on deep learning CNNs 

have been widely developed to improve accuracy and 

performance. Although numerous researchers have 

committed efforts in designing efficient algorithms for 

face detection and recognition but there exists an 

essential difference between ‘detection of the face 

under mask’ and ‘detection of mask over face’. 

 

II. OBJECTIVE 

The present studyaims to contribute to public 

healthcare by developing an efficient technique that 

can accurately detect face masks in public areas to 

minimize the spread of Coronavirus. A binary 

classification algorithm-based model will be developed 

which will be able to accurately recognise whether a 

face is masked or unmasked. 

 

III. PURPOSE 

The primary and fundamental purpose of this study is 

to develop an application with the following features: 

1. Ability to accurately and effectively 

distinguish whether a face is masked or 

unmasked.  

2. Ability to differ between faces covered with 

masks and faces covered with other objects like 

scarfs etc. 

3. Highly modular enabling easy future upgrades 

and optimizations. 

 

IV. SCOPE 

The present study to develop face mask detector that 

can distinguish between faces with masks and faces 

with no masks. A system is to be developed with which 

users with interact by providing input in the form of 

images or live video stream and the system will provide 

the output after recognising the face followed by 

evaluating whether the face is masked or unmasked. 

 

V. APPLICABILITY 

Once the model is properly trained and estimated 

accuracy is achieved, this application can be deployed 

in various public areas like Movie theatres, Malls, 

Banks, Academic Institutions etc to detect people with 

and without masks enforcing everyone to wear a face 

mask. 

 

VI. SURVEY OF TECHNOLOGIES 

 

VI.1.Deep Learning 

Deep learning is a subset of machine learning, which is 

essentially a neural network with three or more layers. 

These neural networks attempt to simulate the 

behaviour of the human brain allowing it to “learn” 

from large amounts of data [2]. It is part of a broader 

family of machine learning methods based on artificial 

neural networks with representation learning 

represented in Figure 1[3].  

 

Fig 1: Deep Learning 

 

VI.2. CNN  

A Convolutional Neural Network (CNN) is a Deep 

Learning algorithm which can takes an input image, 

assigns importance (learnable weights and biases) to 

various aspects/objects in the image and is able to 

differentiate one from the other [4]. The basic building 

blocks of CNN are layers and neurons with learnable 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Artificial_neural_networks
https://en.wikipedia.org/wiki/Artificial_neural_networks
https://en.wikipedia.org/wiki/Representation_learning
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weights and biases. The layers enable the CNN to 

convert a 3D input volume into an output volume. 

Figure 2 shows a hand drawn representation of CNN 

layers. 

 

Fig 2: CNN Layers 

 

VI.3. TensorFlow 

TensorFlow is a cross- platform and open-source deep 

learning library exclusively designed for working with 

very high dimensional tensors and very equipped in 

parallel processing to optimally utilize moderngraphics 

cards’ parallel processing cores especially incorporated 

by NVidia through its CUDA cores [5]. TensorFlow was 

developed by Google and released for the general 

public in 2015. 

 

VI.4. OpenCV 

OpenCV is a library of functions aimed mainly at real 

time computer vision applications for faster integration 

of static or live camera feed and pre and post processing 

developed by Intel it is free to use and open source and 

supports cross platform integration and ha support for 

languages like C++, Java and Python [6]. This project 

makes extensive use of OpenCV functions for image 

processing. 

 

VI.5. Keras 

Keras is an open-source neural-network library 

written in Python. It makes model transfer learning 

easier and more accessible over cross-platform 

applications. Many machine learning functions are 

pre-defined in Keras which reduces the lines of code 

and makes the program easier to understand [7].  

VI.6. Transfer Learning 

Transfer learning is a machine learning method where 

a model developed for a task is reused as the starting 

point for a model on a second task. It is a popular 

approach in deep learning where pre-trained models 

are used as the starting point on computer vision and 

natural language processing tasks given the vast 

compute and time resources required to develop neural 

network models on these problems and from the huge 

jumps in skill that they provide on related problems [8]. 

Figure 3 shows a Transfer Learning model. 

 

 
                  Fig 3: Transfer Learning Model 

 

VI.7. MobileNetV2 Architecture 

 

MobileNetV2 is a CNN architecture that seeks to 

perform well on mobile devices. It is based on an 

inverted residual structure where the residual 

connections are between the bottleneck layers [6].The 

architecture of MobileNetV2 contains the initial fully 

convolution layer with 32 filters, followed by 19 

residual bottleneck layers [9]. Figure 4 shows a 

flowchart of MobileNetV2 architecture. 

 
Fig 4: MobileNetV2 Flowchart 
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VI.8. Fine Tuning 

This consists of unfreezing an entire model (or part of 

it), and re-training it on the new data with a very low 

learning rate. This can potentially achieve meaningful 

improvements, by incrementally adapting the 

pretrained features to the new data. Fine-tuning 

establishes a baseline model while saving considerable 

time [10]. Figure 5 shows a block diagram of the Fine-

Tuning process.  

     

 
Fig 5: Fine Tuning 

 

VI.9. Classifier 

These are used for classification. Classification is the 

process of predicting the class of given data points, 

sometimes called as targets/ labels or categories. 

Classification predictive modelling is the task of 

approximating a mapping function (f) from input 

variables (X) to discrete output variables (Y) [11]. Figure 

6 shows a graphical diagram of how a classifier works. 

 

 
Fig 6: Classifier 

VI.10. ImageNet 

ImageNet is an image database organized according to 

the WordNet hierarchy (currently only the nouns), in 

which each node of the hierarchy is depicted by 

hundreds and thousands of images. The project has 

been instrumental in advancing computer vision and 

deep learning research [12].  

 

VI.11. CNN Layers 

VI.11.1. Convolutional layer: The convolutional layer 

is sometimes called the feature extractor layer as 

features of the image get extracted within this layer. It 

works by placing a filter over an array of image pixels 

to perform convolution operation which creates a 

convolved feature map [13]. The output of this layer will 

work as input for the next layer and this layer also 

contains the ReLU activation to make all negative 

values to zero [13]. 

 

VI.11.2. Pooling Layer: The pooling layer reduces the 

sample size of a particular feature map, and it helps to 

process faster as it reduces the number of parameters 

that the network needs to process and it gives us 

apooled feature map as an output [14]. There are two 

types of pooling methods - (i) Max Pooling - which 

takes maximum input of a particular convolved feature 

map, (ii) Average Pooling - which simply takes the 

average input of a particular convolved feature map.  

 

VI.11.3. Fully connected Layer: Fully connected layer 

involves weights, biases, and neurons. It connects 

neurons in one layer to neurons in another layer and 

this fully connected layer allows us to perform 

classification on our dataset by training [15].  

 

VI.11.4. Flattening Layer: This layer transforms the 

pooled feature map of input image into 1-d array for 

the computer to understand so that we can insert this 

data into an artificial neural network later. Thus, after 

the flattening layer we end up with a long vector of 

inputs data which can be passed through the artificial 
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neural network for further processing [16]. Figure 7 

shows the input and output of flattening layer. 

 

 
  Fig 6: Flattening Layer 

 

VI.11.5. Dropout Layer:  

The Dropout layer is a mask that nullifies the 

contribution of some neurons towards the next layer 

and leaves unmodified all others. We can apply a 

Dropout layer to the input vector, in which case it 

nullifies some of its features; but we can also apply it to 

a hidden layer, in which case it nullifies some hidden 

neurons [17]. Dropout layers are important in training 

CNNs because they prevent overfitting on the training 

data. Figure 7 shows the position of dropout layer. 

 
Fig 7: Dropout Layer 

VII. ACTIVATION FUNCTIONS 

VII.1. ReLU 

The rectified linear activation function or ReLU, for 

short, is a piecewise linear function that will output the 

input directly if it is positive, otherwise, it will output 

zero [18]. It has become the default activation function 

for many types of neural networks because a model 

that uses it is easier to train and often achieves better 

performance. 

VII.2. Softmax 

The Softmax activation function is generally used for 

multiclass classification problems. The main advantage 

of using Softmax is the output probabilities range. The 

range will be 0 to 1, and the sum of all the probabilities 

will be equal to one. It returns the probabilities of each 

class, and the target class will have the high probability 
[19]. This function takes the results and classifies them 

into a binary ‘yes’ or ‘no’ value. 

 

VIII. SYSTEM DESIGN 

VIII.1. Basic Modules 

 Dataset:  The face mask detection dataset will 

consist of “with mask” and “without mask” images. 

Thus, a two-class model of people wearing and not 

wearing masks will be trained to create the detector. 

The Training dataset has 1100 images consisting of 

both masked and     non-masked faces in random order.  

The randomness in the dataset is much needed to 

prevent overfitting or underfitting of the model. It 

doesn’t allow the model to develop a particular ratio in 

while training. For example, if a strict order is followed 

in the Training dataset (2 images of unmasked face 

followed by one image of masked face) then the model 

will eventually start providing output according to this 

2:1 ratio.  

 Fine-Tune: We fine-tune the MobileNetV2 

architecture on our “Mask”/ “No Mask” dataset to 

obtain a classifier with high accuracy. Fine-tuning 

setup is a three-step process: 

• Load MobileNetV2 with pre-trained weights.  

• Append the newly constructed FC Head to the 

base in place of the old head. 

• Freeze the base layers of the network. The 

head layer weights will be tuned during the 

process of backpropagation, whereas the 
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weights of these base layers will not be 

updated.  

The Python script ‘train_mask_detector.py’ will accept 

our input dataset and fine-tune the MobileNetV2 upon 

it to create our ‘mask detector model’. A training 

history ‘plot.png’ will also be generated and it will 

contain the accuracy/loss curves. 

 Face Detection: This process is used to generate 

a bounding box location of the face in the image. Then 

we apply the facial landmarks to extract the ROI 

(Region of Interest). This in turn allows to localize the 

eyes, mouths, nose etc. 

 Face Mask Detection: Once the ROI is pre-

processed, we perform mask detection using our highly 

accurate classifier to predict whether the image is 

“with mask” or “without mask”. Python script 

‘detect_mask_image.py’ will be used to perform to 

mask detection in static images. Python script 

‘detect_mask_video.py’ will use the webcam and apply 

facemask detection to every frame in the video stream. 

 Display: Based on the probabilities returned by 

the mask detector model we determine the ‘class’ label 

and assign an associated ‘colour’ for annotation. The 

‘colour’ will be Greenfor “Mask” and Red for “No 

mask”.  

VIII.2. Procedural Design 

IX.3.1. Algorithm Design for face mask detector 

training script with Keras and TensorFlow (Training 

Phase)  

1. import set of tensorflow.keras 

2. import other necessary packages 

3. construct the argument parser and parse the 

arguments 

4. grab list of images in our dataset directory 

5. initialize list of data and class images 

6. pre-process the images 

7. append pre-processed images and lables 

8. perform one-hot encoding 

9. load MobileNetV2 

10. construct a new FC head 

11. Freeze the base layers 

12. Compile model 

13. train the head of the network 

14. plot the training loss and accuracy 

VIII.3. Algorithm Design for implementing the face 

mask detector for images with OpenCV (Deployment 

Phase) 

1. make necessary imports 

2. construct argument parser and parse the 

arguments 

3. load serialized face detector model 

4. load face mask detector model 

5. initialize video stream 

6. detect faces and ROI in the video stream 

7. detect mask or no mask 

8. annotate the detection results 

9. display the results 

 

IX. IMPLEMENTATION AND TESTING 

X.1. Implementation 

In Phase 1 involves training the face mask classifier 

model and in Phase 2 involves face detection from 

images and live video streams and then classifying 

these faces as masked or non-masked by applying the 

trained face mask classifier model. 

Phase 1 script/s and model/s 

train_mask_detector.py (Python script for training the 

face mask classifier model) 

Phase 2 Script/s and Model/s 

detect_mask_image.py (script for classifying masked 

and non-masked faces from image) 

Implementation of algorithm 2 

X.2. Testing 

For testing purposes, the testing was done with the face 

mask classifier model training script 

(train_mask_detector.py), the script which classifies 

faces from image (detect_mask_image.py), and the 

script which classifies faces from live video streams 

(detect_mask_video.py).  

X.2.1. Face Mask Classifier Model Testing 
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Training the model with pre-defined dataset (obtained 

from online sources) and plotting the results. 

Training another model with a custom dataset and 

plotting the results. 

 

X.2.1.1. Image Testing 

Given below are the test cases used. 

• Image with a single, non-masked face. The facial 

region is clearly visible and doesn’t have any kind 

of obstruction.  

• Image with a single, masked face. The facial region 

is clearly visible and doesn’t have any kind of 

obstruction except for a mask. 

• Image with single non-masked face. The facial 

region has some kind of an obstruction but not a 

mask. 

• Image with a single masked face. Apart from the 

mask itself, the facial region also has some other 

kind of obstruction. 

• Image with multiple non-masked faces. Some faces 

are clearly visible while some of the faces have an 

obstruction but not a mask.  

• Image with multiple faces. Apart from the mask 

itself, some faces also have other obstructions, and 

some faces are non-masked. 

X.2.1.2. Video Testing 

Given below are the test cases used. 

• Video with a single subject. The video will start 

with a non-masked subject and with 

progression the subject shall wear a mask. 

• Video with multiple subjects. The masked or 

non-masked state of the subject will be random 

and may or may not change with the video 

progression. 

 

X. FACE MASK CLASSIFIER MODEL TRAINING 

The Face Mask Classifier model was tested by training 

it with two datasets. The script to classify faces from 

image was tested with various images and the script to 

classify faces from live video streams was tested with 

various video streams. All the yielded results are as 

follows. 

XI.1. Face Mask Classifier Model Testing Results 

The first model was trained with a dataset collected 

from online sources. The results were then plotted in 

the form of a graph given in figure 8. 

The images in this dataset were pretty basic which 

resulted in a model that is accurate when it came to 

typical masked or non-masked images, but the 

classification wasn’t that accurate when the faces in 

the images had some kind of obstruction like a scarf, 

colour, helmet etc. 

To overcome the flaws of the first model, we trained a 

second model with a custom dataset. The dataset 

included the dataset used in case of the first model 

along with some other images which were individually 

collected. These custom images include images with 

obstructions in the facial region which was the point 

of weakness in the first model. The results were then 

plotted in a graph of similar kind shown in figure 9. 

 

 
  

Fig 8: First Model Training results 
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Fig 9: Second Model Training Results 

 

XI. RESULT AND TESTING 

Image Testing Results 

 

Test case 1 has an image consists of a single non-

masked face which is clearly visible and devoid 

ofany kind of obstruction. As expected, the result 

is “No Mask: 99.99%” as shown in figure 10. 

 

Fig 10:Test Case 1 output Fig 11: Test Case 2 output 

Test case 2 has an image which consists of a single 

masked face. The facial region is devoid of any other 

kind of obstruction. As expected, the result is “Masked: 

100.00%” as shown in figure 11. 

Test case 3 has an image which consists of a single non-

masked face, but the facial region is obstructed using a 

towel of some sort for testing the model. As expected, 

the result is “No mask: 90.46%” as shown in figure 12. 

 

Fig 12:Test Case 3 output Fig 13: Test Case 4 output 

Test case 4 has an image which consists of a single 

masked face along with another obstruction in the 

form of a helmet which is also partially covering the 

face. As expected, the result is “Masked 99.99%” as 

shown in figure 13. 

Test case 5 has an image which consists of 5 unmasked 

faces which are covered with Holi colours. Our model 

detects only 4 faces as one of them is partially visible, 

thus missing half of the facial traits. Our model almost 

successfullyclassifies 3 faces as non-masked but fails to 

do so in case of one the faces. This face is detected as 

masked which is an error as shown in figure 14. 

Fig 14:Test Case 3 output Fig 15: Test Case 4 output 

Test case 6 has an image which consists of several non-

masked and masked faces. Some faces have some other 

obstructions like spectacles, beard, sunglasses etc. It is 

seen that; the results are more accurate in case of faces 

which are in the front. The only faulty result is seen in 

case of the face which is all the way in the back and 

has obstruction from sunglasses and beard. Also, the 

model fails to detect one face in the front as the facial 

traits aren’t visible enough as shown in figure 15. 

Video Testing Results 

All the results are in the form of screen shots taken 

from live video stream.Screenshot 1, shown in figure 
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16, is taken at the beginning of the video stream of test 

case 1. The subject is not wearing any mask and as 

expected the result is “No Mask: 90.61%”. As the video 

progresses the subject wears a mask, and the result is 

“Mask: 99.99%” as shown in figure 17.Screenshot 2, 

shown in figure 17, is at the beginning of the video 

stream of test case 2. This video has two unmasked 

subjects, and the result is “No Mask” for both the faces. 

 

Fig 16: Screenshot 1 output Fig 17: Screenshot 2 

output 

XII. LIMITATIONS 

No algorithm is perfect, and neither is ours. The 

present Face Mask Classifier model has some 

limitations when it comes to accuracy. There are a few 

observed reasons for the inaccurate results, and these 

are as follows: 

XII.1. Facial Obstructions: When a face has some kind 

of an obstruction other than a mask like a scarf, beard, 

reflections,etc.the model has difficulty in classifying 

and the result is shown as masked. 

XII.2. Multiple Faces: In case of an image with multiple 

faces, it is observed that the faces which are in the front 

have higher chances of having more accurate results 

than the faces which are in the back. 

XIII. FUTURE SCOPE 

As mentioned above, the model has some flaws and 

inaccuracies based on certain criterions. In the future, 

this model can be made to overcome these inaccuracies 

if it is trained with a far larger and diverse dataset. Also, 

several other supplementary features can be further 

added to the system. There is always room for 

improvement and this project serves as a pathway for 

an extremely efficient and absolute system for face 

mask detection. 
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