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ABSTRACT 

 

The exponential increase in the amount of explicit content has presented 

numerous obstacles to the current way of life. This is especially true in situations 

wherein children and minors have unrestricted access to the internet. This 

process of screening the image features of all the TV channels in Malaysia 

imposes a huge censorship cost on the service providers like Unifi TV because all 

films, both local and foreign, are required to obtain the suitability approval in 

Malaysia before they can be distributed or shown to the public. This paper 

proposes the use of a hybrid model of Deep Learning (DL) approaches, 

specifically CNN+SVM and CNN+XGBOOST, in order to further improve the 

process of explicit images recognition in visual contents. The goal of this paper is 

to use this issue to our advantage. Transfer learning was performed using the 

previously trained model in order to find a solution to a new binary 

classification problem including explicit and non-explicit images. The 

effectiveness of the model that has been developed is examined using a dataset 

that has recently been compiled and contains more than number of examples of 

explicit non-explicit images photographs. The CNN+XGBOOST approach was 

able to acquire the best performance in terms of accuracy of 99.81 % after tests 

were run on the dataset. This was in comparison to the 76.49% accuracy attained 

by the CNN+SVM model. For better evaluation we also present the comparison 

of the proposed systems with standard state of art mechanisms viz. NB, LDA, 

SVM, RF, KNN, DT, and LR. 

Keywords : Abusive Content Detection, Natural language processing, Social 
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I. INTRODUCTION 

 

The advent of social media had a profound impact on 

the practices and goals that are associated with the 

use of communications technology in the current day. 

When mass communication media were originally 

brought into existence, they were utilised in 

connection with the moral and ethical responsibilities 

that were determined by society standards. Aside 

from that, various forms of mass communication have 

been effectively utilised for the purposes of 

educational and vocational training. The advent of 

social media has made it possible for everyone with 

an internet connection to express their opinions on 

any topic they want. This may be done through the 

use of social networking sites such as Facebook, 

YouTube, Snapchat, and Twitter, amongst others. A 

recent study conducted on social media indicated that 

persons have a low tolerance for others, which 

presents itself as aggressiveness, in which they use 

phrases that may be hurtful to the sensibilities of 

others. This study also revealed that individuals have 

a lack of empathy for others. On the other hand, the 

overwhelming majority of online platforms contain 

guidelines concerning the uploading of material, as 

well as penalties for violating such regulations. 

 

Filtering out inappropriate visual information from a 

variety of sources is a significant challenge in many 

settings, including schools, homes, and places of 

employment, amongst others (internet TV, online 

pages, and so on). However, despite the fact that 

numerous attempts have been made within this body 

of literature to find a solution to the problem of 

detecting explicit content, there is a distinction 

between the meaning of the word "Explicit images" in 

our research and that of the previous academic 

publications [3, [7], and [11]. This is because our 

research focuses on the detection of explicit content 

rather than on the detection of explicit images. Even 

if a woman wearing only a bikini is considered 

acceptable for viewing in the United States or Europe, 

she is still considered to be adult material in India and 

even in other countries such as Malaysia, Indonesia, 

or Brunei, where she is still considered to be adult 

material. 

 

The primary objective of this study is to automate the 

difficult and time-consuming task of explicit images 

identification by utilising the capabilities of deep 

learning (DL) techniques, as outlined in [1]. To be 

more specific, it is proposed to use a particular DL 

model called Convolutional Neural Networks (CNN) 

[2], which have recently achieved the best 

performances in all visual recognition tasks 

(classification, segmentation, detection, localization, 

etc.), including the recognition of pornography and 

other forms of adult content, as reported in [3]–[6]. 

 

When we compared the performance of five 

conventional machine learning techniques to that of 

five novel hybrid deep learning approaches, we found 

that deep learning techniques outperformed machine 

learning algorithms by a significant margin. This led 

us to conclude that deep learning techniques are 

superior. 

 

The organization of this paper is as described in the 

following: In the second section, a review of the 

relevant literature is presented. In the third section, 

datasets and models are discussed. In the fourth 

section, findings are evaluated, and the last section 

presents a conclusion. 

 

II. Related Work  

 

In the past, it was common practice to use 

conventional feature descriptors such as LBP (local 

binary patterns) [12], SIFT (scale invariant feature 

transform) [13], or HOG (histogram of oriented 

gradients) [14] to obtain internal or external develop a 

greater sense and then use these descriptors to 

differentiate between images with sensitive content 
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and images with normal contents. However, this 

practice has become less common in recent years. 

 

For example, the research presented in [11] made an 

effort to recognize pictures that showed pornographic 

or nudist scenes by proposing the use of a new variant 

of SIFT known as Hue-SIFT to extract global image 

features. This was done in conjunction with a Bag of 

Feature (BoF) model, which was used to acquire a 

global representation of the image. Later on, the 

authors demonstrated that the same recognition rate 

as that which was reported by those skin-based 

algorithms could be achieved without the detection of 

skin or forms in the explicit images pictures. 

 

In a different piece of research [15], the authors 

handled the issue of detecting pornography by 

suggesting the application of high-level semantic 

characteristics. They optimized the BoF model in 

order to bridge the gap between the high-level and 

low-level scene properties. To do this, they combined 

the contextual information included in the 

pornographic images' visual language with the spatial 

characteristics of the pornographic images themselves. 

In a later section of [16], it was proposed that the 

regions of interest (RoI) could be used to solve the 

problem of inaccurate pornography detection. This 

was done under the assumption that the task at hand 

was comparable to object detection and that the 

human visual system uses the visual attention model 

to solve problems of this nature. Their proposed 

framework included four stages: the first was the 

detection of skin regions; the second was the 

construction of visual saliency maps; the third was the 

detection of pornographic regions based on threshold 

segmentation; and the fourth stage was the extraction 

of features including colour, texture, intensity, and 

skin.  

 

The research presented in [17] was the first attempt at 

using mid-level picture descriptors for the purpose of 

resolving the pornography detection job in movies. 

To be more specific, the authors proposed using a 

novel video frame descriptor that makes use of local 

binary patterns in conjunction with BossaNova, 

which is a powerful mid-level picture representation 

that is detailed in [18]. The identical task was 

accomplished with BossaNova once more in [19]. The 

BoF model was utilised in [20], in which the authors 

reported the use of a multi-instance modelling 

approach based on spatial pyramid partitions (SPP) to 

shift the target problem (pornography detection) into 

a MIL problem. This was accomplished with the help 

of the BoF model. 

 

The study that was done in [7] was the first time that 

Temporal Robust Features (TRoF) were used in the 

task of detecting pornography in films. It was 

suggested that the TRoF features should be aggregated 

into mid-level features by utilising FV (Fisher vector), 

a new form of BoVW (bag of visual words) model. 

 

Since the development of convolutional neural 

networks, beginning with the ground-breaking work 

presented in [2], all previous performances of hand-

crafted feature descriptors have been significantly 

enhanced, and these low-level descriptors are no 

longer the focus of the attention of researchers and 

practitioners. [CNNs] have allowed for a significant 

leap in the performance of feature descriptors. The 

research presented in [21] provides an overview of 

the efforts that have been done in the field of adult 

content recognition, the majority of which make use 

of hand-crafted features. The reader who is further 

interested might discover the survey in [22] to be 

quite helpful. In this survey, the authors compared 

and reviewed the various local feature extraction 

methods that are used in the field of online 

pornography detection. Recently, with the advent of 

Deep Learning techniques, all areas of visual 

recognition, such as detection, localization, 

classification, and so on, have seen considerable 

improvements in all fields, including biometric [23], 

bioinformatics [24], and so on. 
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The field of pornography content recognition is not 

an exception, and many attempts have been made to 

improve upon the earlier results with the assistance of 

DL, such as the ones that were published in [3, [4], [6], 

[10], and [25].In [6], a new CNN architecture was 

proposed to firstly quickly identify the coarse images 

with no or fewer skin/facial sensitive contents. Next, 

a fine detection was performed to identify the target 

pornography contents in a selected subset of all video 

frames. Finally, the proposed architecture was used to 

identify coarse images with no or fewer skin/facial 

sensitive contents. In a later section of [25], a 

technique based on deep learning was suggested as a 

decision support tool that could assist with the 

evaluation of sexual assaults. The authors of [4] 

developed a Weighted Multiple Instance Learning 

(WMIL) strategy that may be combined with a CNN 

model in order to identify regions that contain 

pornographic content. 

 

In another piece of research, referred to as [10], it was 

recommended that an ensemble of CNN-based 

classifiers be used in conjunction with a probability 

model that was based on uncertain inferencing in 

order to perform the task of recognizing adult content 

in still photos. In conclusion, writers in [3] advocated 

the utilization of a pre-trained CNN model referred to 

as ResNet-50 [26] in order to identify potentially 

sensitive pornographic content within photographs. 

 

III. Proposed Methodology 

 

In this section we will discuss about the proposed 

Abusive and Explicit Content Detection model. We 

have built a Python based Hybrid DL/ML model for 

the detection of explicit content from the text as well 

as Image datasets. The Hybrid model for Image 

dataset is based on CNN-SVM and CNN-XGBOOST. 

For evaluation of the obtained results we use 

Accuracy, MAPE and RMSE as the performance 

parameters. 

3.1 Hybrid CNN-SVM and CNN-XGBOOST Model 

for Explicit/Non-Explicit Image Detection 

 

According to the previous debates, it is critical to 

design an explicit content detection (ECD) 

technology which not only identifies the data as 

explicit, non-explicit, or suspicious, but also has to be 

scalable, quick, and accurate in order to be effective. 

 

Following Figure 1 depicts our proposed ECD system, 

which accepts as input a list of files and checks for the 

content kinds (i.e., image, video, or non-image file). 

Using a predetermined threshold probability, each 

recognized image/video file will be submitted to the 

CNN-SVM and CNN-XGBOOST models for 

categorization of content as explicit or non-explicit 

depending on the content’s explicit or non-explicit 

classification.

 
Figure 1. Architecture Model for Proposed Explicit 

Content Detection Model 

 

3.2.1 CNN-SVM Model 

The suggested method combines the best features of 

both SVM and CNN classifiers into a single system. A 

convolutional neural network (CNN) is a type of 

neural network that consists of many fully connected 

layers and has a learning process that is supervised. 

CNN operates in a similar manner to how we humans 

do, and it is capable of learning invariant local 

characteristics quite effectively. When dealing with 
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raw digit pictures, it is capable of extracting the most 

discriminating information. When a 5x5 kernel/filter 

has been used to extract the most recognizable 

characteristics from the raw input pictures, the 

proposed system is called a 5x5 system. nxn input 

neurons from the input layer are convoluted with a 

mm filter in the convolutional layer, which results in 

an output with the size (n-m+1) (n-m+1) of the 

convolutional layer. Each layer’s output is used as the 

input for the layer above it in the hierarchy. When 

calculating effective sub-regions from a raw digit 

image, the receptive field feature of CNN is used to 

aid in the computation. An SVM attempts to 

represent a multi-dimensional dataset in space in 

which data items belonging to different classes have 

been divided by a hyperplane in order to describe the 

dataset; this is known as the Support Vector Machine 

(SVM). The Classification algorithm has the capacity 

to reduce the classification error on data that has not 

yet been viewed. The separating hyperplane is 

sometimes referred to as an optimum hyperplane in 

some instances. However, it is discovered that SVM is 

unsuccessful when dealing with noisy data. SVM is 

effective when dealing with binary classification. 

Because of the shallow design of SVM, there are 

certain difficulties in learning deep features when the 

architecture is shallow. 

 

As a result of the current research, it is proposed a 

hybrid CNN-SVM model, in which SVM is used as a 

classification technique and the softmax layer of CNN 

is substituted by SVM. During the course of this 

application, CNN is employed as a feature extractor, 

while SVM is used as a binary classifier. The 

suggested hybrid CNN-SVM model’s architecture is 

depicted in Figure 2, which describes the model’s 

overall design. Figure 2 Represents the Layer 

architecture model for CNN-SVM. 

 
Figure 2. Architecture Diagram of CNN-SVM Model 

 

3.2.2 CNN-XGBOOST Model 

 

Figure 3 depicts the specific design of the 

Classification algorithm for image classification, 

which is used for image classification. First, the input 

picture data is normalised and sent to the CNN's input 

layer, where it is further processed. After training 

CNN using the BP method for numerous epochs in 

order to acquire an appropriate structure and image 

analysis, XGBoost replaces the output layer of CNN 

with a soft-max classifier and uses the trainable 

characteristics from CNN for the training phase of the 

algorithm. The CNN-XGBoost model then receives 

the updated classification results from the testing 

pictures. Combining the two exceptional classifiers, 

our CNN-XGBoost model can automatically extract 

features from input and produce more precise 

classification results than each classifier alone. 

 

 
Figure 3. Architecture Diagram of CNN-XGBOOST 

Model 

 

3.3 Dataset 

It is required to balance the dataset in order to choose 

a higher number of images that have been classified as 

inappropriate as would otherwise be the case. For 

Explicit/Explicit images Image detection we used a 

NSFW Dataset obtained from Kaggle.  
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3.4 Experimental Setup 

This study describes the implementation of the 

prediction models experimented on the Windows 10 

Professional platform. It will, however, be 

implemented across a number of different platforms. 

It is performed on a machine with 8 GB of RAM and a 

256 GB solid-state drive (SSD). MS Excel 2010 was 

used to prepare the data. For implementation, Python 

3.7 and above was used to write the code for the 

models. 

 

3.5 Performance Parameter 

 

RMSE (Root Mean Square Error): To calculate the 

RMSE, the following equation is used 

 
Where, 

n: number of samples 

f: forecasts 

o: observed values 

 

MAPE (mean absolute percentage error): To calculate 

the MAPE, the following equation is used 

 
Where At is the actual value and Ft is the forecast 

value. 

n be the number of fitted points 

 

Accuracy: The accuracy of the algorithms is obtained 

by following equation 

 
 

IV. Experimental Results 

For Image Dataset 

In this section we present the result analysis of both 

CNN-SVM and CNN-XGBOOST systems. For better 

evaluation we also present the comparison of the 

proposed systems with standard state of art 

mechanisms viz NB, LDA, SVM, RF, KNN, DT, LR. 

The performance parameter comparison for all the 

algorithms is presented in table 1.  

 

TABLE 1. Performance Parameters Comparison of 

Machine Learning Algorithms for Image Dataset 

 

Algorithms Accuracy 

NB 60 

LDA 59 

DT 65 

SVM 70 

LR 76 

KNN 77 

RF 80.14 

 

We obtained the results for CNN+SVM and 

CNN+XGBOOST algorithms and the results for 

MAPE, RMSE and Accuracy for both the algorithms 

is presented in table 2. 

 

Table 2. Comparison of Performance Parameters of 

Hybrid Deep Learning Models 

 

Algorithm Accuracy MAPE RMSE 

CNN+SVM 76.49 13.99 23.23 

CNN+XGBOOST 99.81 5.99 10 

 

The final comparison of our hybrid CNN-SVM and 

CNN-XGBOOST model with all the implemented ML 

model is shown in figure 4. 
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Figure 4. Accuracy Comparison of All Algorithm with 

Proposed Hybrid Models for Image Dataset 

 

V. Conclusion 

 

Within the scope of this investigation, our proposed 

solution to the problem of binary classification of 

explicit image contents is to make use of ResNet, a 

relatively new and highly effective architecture of 

deep neural networks (explicit vs. non-explicit 

images). We created a new dataset of explicit images 

that includes over 4,000 instances of explicit and non-

explicit images. This definition is referred to during 

the process of visual content regulation of TV stations. 

Following the completion of a series of studies, it was 

discovered that the CNN+SVM and CNN XGBOOST 

Hybrid Models led to a significant improvement in 

the explicit images classifier's overall performance, as 

well as state-of-the-art outcomes in terms of accuracy. 

In upcoming work, we plan to expand our dataset to 

include additional classes of sensitive content, such as 

various kinds of pornographic acts, as well as 

additional facets of explicit image instances, such as 

complicated explicit images and partial explicit 

images, amongst other things. This will be done in 

addition to the expansion of our explicit images 

dataset. In addition, future efforts may benefit from 

CUDA-enabled implementation in order to enable 

deployment of deep learning models on embedded 

platforms for high-speed utilization of explicit images 

detection in high-resolution (SD/HD/FHD) video 

frames. This would be done in order to enable high-

definition (FHD), standard definition (SD), and ultra-

high definition (FHD) video frame detection. 
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