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ABSTRACT 

 

The most prevalent and well-used method for obtaining images from huge, 

unlabelled image datasets is content-based image retrieval. Convolutional Neural 

Networks are pre-trained deep neural networks which can generate and extract 

accurate features from image databases. These CNN models have been trained 

using large databases with thousands of classes that include a huge number of 

images, making it simple to use their information. Based on characteristics 

retrieved using the pre-trained CNN models, we created CBIR systems in the 

work. These pre-trained CNN models VGG16, and MobileNet have been 

employed in this instance to extract sets of features that are afterward saved 

independently and used for image retrieval.  

Keywords : Convolutional Neural Networks, VGG16, MobileNet, Cosine 

Similarity. 

 

I. INTRODUCTION 

 

Digital photography and other multimedia elements 

have dramatically increased as a result of the quick 

development of digital computers and various smart 

gadgets, as well as the enormous and ongoing growth 

of various media channels. Multimedia, especially 

digital photography, is widely used in many fields, 

including medicine, satellite measurements, remote 

sensing, forensic analysis, and even digital evidence. 

To use these images in a certain area or application, it 

is necessary to retrieve them from the numerous 

sources from where they were originally stored. 

Another contemporary and successful method for 

returning images to various image storage, as well as 

on the internet, is Content-Based Image Retrieval 

(CBIR). CBIR is the process of recovering an image by 

extracting useful information by using low-level 

characteristics or content such as color, texture, shape, 

or any other level of features. Because the extracted 

features will be used as numerical values in 

comparing similarities between the query image and 

other images in the image database, they are critical 

to the success and use of any Content-Based Image 

Retrieval system (CBIR). Machine learning 

techniques and methodology have improved 

tremendously during the last few decades. These 

approaches have been used effectively in many 
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disciplines, including classification, clustering, 

information retrieval, and image retrieval. The 

availability of massive amounts of pre-classified data, 

as well as the enhanced processing capability of 

modern computers, are the key motivators for the 

development of machine learning and deep learning 

approaches. A convolutional neural network is a set 

of nonlinear transformation methods that may learn 

from incoming data (CNN). It splits the input data 

into square cells before performing convolution 

operations on the pixel values. Deep convolutional 

neural networks are used in many digital images 

processing applications, including object 

identification, picture clustering, and image 

classification. Convolutional neural networks, on the 

other hand, need a large quantity of data, computing 

power, and processing time. Pre-trained models are 

ones that have recently been constructed, have high 

accuracy, and have achieved excellent outcomes in a 

variety of research domains. Using the data set, they 

were trained for a specific purpose. VGG16, ResNet-

50, MobileNet, GoogleNet, and other pre-trained 

CNN models have been utilized to handle a wide 

range of problems, including computer vision, 

medical image classification, and natural language 

processing. In this paper, we present the Content-

Based Image Retrieval approach, which is based on 

the three most prevalent and popular types of 

networks for extracting features and then applying 

cosine similarity to recover images through their 

content. Section II presents and explains our 

suggested technique in detail. Section III presents the 

project's outcomes and findings. Section IV concludes 

and discusses our study. 

 

II.  METHODS AND MATERIAL 

 

According to Figure 1, the strategy suggested in this 

study is divided into two phases: an offline process 

and an online process. For feature extraction, the 

offline procedure makes use of a pre-trained CNN 

model, while the online stage is in charge of 

modifying and receiving the user query. The pre-

trained deep CNN model is made up of multiple 

layers that carry out numerous subsampling and 

convolutional operations as well as the learning 

process step by step. Feature extraction is performed 

using pre-trained deep CNN models VGG16, and 

MobileNet, and the feature vector is saved in the 

feature database for further use in similarity 

computation. The most important stage is the online 

one, in which the top comparable images for a user 

are obtained, and the extracted characteristics 

established in the previous stage are utilized to 

compute matching and similarity instead of the actual 

image 

 
Fig1: Framework of the content-based image retrieval 

A. VGG16 Pre-Trained CNN Model for Feature 

Extraction 

The next pre-trained CNN model employed in the 

study is VGG16, a 16-layer convolutional neural 

network built by Karen Simonyan at the University of 

Oxford. This model has 16 layers and requires a 

224*224*3 input picture. After each image is adjusted 

to the required size, the process in the VGG16 model 

runs over 13 convolutional processing block 

components with unique resampling and scaling 
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techniques. Finally, 4096 features are retrieved from 

the dense layer and saved in a separate database for 

use in the next online similarity and rating procedure. 

 

B. MobileNet Pre-Trained CNN Model for Feature 

Extraction 

TensorFlow's first mobile computer vision model, 

MobileNet, is designed for use in mobile applications. 

Depthwise Separable Convolutions are used by 

MobileNet. It drastically decreases the number of 

parameters when compared to a network with 

traditional convolutions of the same depth in the nets. 

The result is lightweight deep neural networks. The 

MobileNet model, which accepts input pictures with 

dimensions of 224*224*3, has 27 convolution layers, 

including 13 depthwise convolution layers, one 

average pool layer, one fully connected layer, and one 

softmax layer. A total of 1000 characteristics are then 

retrieved and put into a separate database to be 

utilized by the following online similarity and rating 

procedure. 

C. Similarity Measure  

The group characteristics are recovered from deep 

CNN models that have previously been trained and 

stored in databases to conduct the similarity measures, 

which are considered a critical stage in the retrieval 

process. To compare the similarity of two strings, data 

points, probability distributions, or collections, 

similarity measurements or metrics are utilized. 

Cosine similarity was employed as the similarity 

metric in this study. In text analysis, the cosine 

similarity measure is frequently used to analyze 

document similarity. For computing cosine similarity, 

we use the following formula: 

     Similarity = (A.B) / (||A||.||B||) 

where the vectors A and B are: 

▪ A.B is the dot product of A and B: It is calculated 

as the sum of A and B's element-wise products. 

▪ ||A|| is A's L2 norm: It is calculated as the square 

root of the sum of squares of the vector A's 

elements. 

III. RESULTS AND DISCUSSION  

 

A. Images Datasets  

The Corel-1000 database, which has 1000 photos 

divided into 10 classes with 100 images each, serves as 

the basis for this evaluation's dataset. Each image in 

this database has either 256 *384 or 384 *256-pixel 

dimensions. The graphic below displays image 

samples from each semantic class in the Corel-1000 

image database. Samples from datasets are shown in 

figure 2. 

B. Performance Evaluation 

Two performance metrics are employed in this 

context: precision and accuracy. These two measures 

might be used to evaluate any retrieval model, 

particularly the CBIR model. The recovered yield 

provides a wealth of data that helps assess the 

framework's success. Images should be divided into 

relevant and irrelevant categories, where relevant 

categories include images that satisfy the needs of the 

user and irrelevant categories include images that 

don't. What percentage of identification is genuinely 

correct is how precision is defined. 

 

Precision   =                 TP 

                                            T P+FP 

Where True positive is abbreviated as TP and False 

Positive is abbreviated as FP. 

A True Positive result occurs when the model 

correctly predicts the positive class, whereas a True 

Negative outcome occurs when the model correctly 

predicts the negative class. Accuracy is determined by 

dividing the number of correct predictions by the 

total number of forecasts. 

 

Accuracy   =       TP+TN 

TP+TN+FN+FP 
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Precision is sometimes referred to as positive 

predictive value or specificity, whereas recall is 

referred to as sensitivity. Both are measured and 

utilized to determine the predictive model's 

performance. 

 

IV. RESULTS AND DISCUSSION 

 

Image retrieval algorithms are developed in this work, 

and the results and conclusions are examined. The 

findings of each experiment are described, and the 

figures that reflect the results are provided below. 

The article employs the pre-trained models VGG16, 

and MobileNet. The corel1k dataset has 1000 images 

organized into10 classes each with 100 images. 

 
Fig2: Samples Images from Corel-1K Dataset 

 

Figure 3 shows the accuracy precision, and recall of 

all three models VGG16 and MobileNet. Figure 4 

shows the performance graph of all three models. 

From figure 3 and figure 4, we conclude that the 

accuracy of VGG16 is higher than that of MobileNet. 

 

 
Fig 3 : Accuracy, precision, recall of the VGG16, 

MobileNet. 

 

 

 
Fig4: Performance Graph of, VGG16, MobileNet 

 

Figures 6 and 7 show the top 20 retrieved images for 

figure 5, where 19 of the 20 returned images are for 

the VGG16 model. This is due to the clarity and 

simplicity of the color and texture features in the 

images of the specified class. 

 
Fig5: Original Image of Beach 

 
Fig6: Top 1-10 Retrieved Images from the original 

image of the beach 
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Fig7: Top 11-20 retrieved images from the original 

image beach 

Figures 9 and 10 show the top 20 recovered images 

for figure 8, where 20 of the 20 retrieved images are 

for the VGG16 model. 

 
Fig 8: Original Image of Bus 

 
Fig9: Top 1-10 Retrieved Images from the original 

image of the bus 

 
 

Fig10: Top 11-20 Retrieved Images from the original 

image of the bus 

Visual examination demonstrates the pre-trained 

CNN models' good retrieval capabilities for these 

challenging Corel1K dataset images. Similar best 

results in terms of top retrieved images were obtained 

for Corel-1K elephants, flowers, and other classes. 

 

V. CONCLUSION 

 

The content similarity is a key factor in matching 

images to a particular query image in the CBIR 

approach. The most significant image attributes 

exploited in CBIR are those related to color, texture, 

and shape. Convolution Neural Networks (CNNs) can 

extract important expressive features from a set of 

image data, making them ideal for image processing 

tasks including classification, object recognition, and 

grouping, among others. In this article, we developed 

a method to recover images using CNNs. The 

Corel1000k dataset was used as the subject of 

experiments. The trials' findings demonstrate the 

effectiveness and efficiency of the suggested approach 

for picture matching and retrieval, with an accuracy 

of 98.91666 for VGG16, and 91.80 for MobileNet. As 

the Accuracy of VGG16 is the highest among the 

models we have made use of VGG16 for Image 

Retrieval. 
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