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ABSTRACT 

 

This paper describes a method to classify human activities using accelerometer 

data by training a deep learning model and using it in an android app which 

gathers real time accelerometer data while the device is with user and classifies 

his activity by assigning a probabilistic value with highest probability being the 

activity predicated. The dataset used in this paper is freely available which is 

provided by WISDM Lab and Google cloud-based instances running tensor flow 

library for python to code and train the model. 

Keywords : Dataset, Deep Learning, Long Short-Term Memory (LSTM) Model, 

Tensor Flow. 

 

I. INTRODUCTION 

 

The activity classification is an important part of 

many medical diagnostic approaches. It also has a 

wide application in consumer wearable market in 

activity trackers, health monitors and AR/VR 

applications. Smartphones nowadays ship with 

inertial measurement units such as accelerometers 

and gyroscopes of great accuracy and precision. This 

paper explains an approach to train a machine 

learning model to gather and predict the human 

activity by using data collected from accelerometer 

sensor of a smartphone and using it in an android 

application for prediction of basic human activities 

such as walking, running, sitting, standing, climbing 

stairs and so on. The dataset used is provided by 

Wireless Sensor Data Mining (WISDM) Lab which 

has 1,098,207 rows and 6 columns. The columns 

contain the serial no., user, activity, x-axis, y-axis and 

z-axis data during said activity. A Long Short-Term 

Memory (LSTM) Neural Network is trained in tensor 

flow and further used in android application. All 

machine learning code is written in Python and uses 

Google’s open source machine learning library Tensor 

Flow for training the model. The android application 

is built using java in android studio and incorporating 

the exported trained model from last stage. 

 

II. SYSTEM OVERVIEW 

 

The Basic components of the system are Data Import, 

Data Preprocessing, Model Training, Model Testing, 

Model Exporting, Android Build and Activity 

prediction. 

The overall system consists of 3 main stages starting 

with data preprocessing, training and android app 

integration. The python library pandas is used for 

data preprocessing and for training the ML model 

python tensor flow library is used, and finally after 

generating the model we have used it by exporting 

the Shared Object file (.SO file) inside the android 

application written in Java. 

http://ijsrcseit.com/
http://ijsrcseit.com/
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Fig.1. Flow Chart of Model 

The software used includes anaconda for running the 

python code interactively using Jupyter notebooks so 

as to make it easier to track progress and save the 

work. Jupyter notebooks provide an interactive way 

to run python files line by line making execution 

intuitive and debugging easier. 

The android application developed in this runs on 

android devices from version 6.0 above and is fully 

compatible with all kinds of different architectures. 

 

III.   SYSTEM SPECIFICATIONS 

 

A Google cloud instance was used, running 32 CPU 

cores and 64 GB RAM with an attached  265 GB SSD  

running windows server 2016 datacenter. We used 

Anaconda distribution of python to run the python 

code; and Android studio to build the android 

application. For testing the application we used 

Samsung Galaxy S8 running Android version 9. 

 

IV. DATA IMPORTING AND EXPLORATION 

 

A free available data from site hosted by WISDM Lab, 

Fordham University, Bronx, NY was downloaded. 

The data was in CSV(Comma-Separated Values) 

format and we stored it locally in the folder that was 

being used for the project. This data was collected in a 

controlled setting by the lab. The data contains 6 

columns namely the user, activity, timestamp of the 

activity, X, Y, Z axis values of the accelerometer 

while the activity is being performed.  

The data was imported into a variable by using 

Pandas function. 

 

 
 

Taking a look, it is organized as following in tabular 

form:  

df.head( ) 

 

 
Fig.2. Dataset Snapshot 

 

For pictorial representation of data and  to get an 

estimate of data points for each of the activities, the 

data was plotted as a bar chart using a simple value 

count function for both the activities and users. 
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Fig. 3. Activity wise data plot 

 

 

 
Fig. 4. User wise data plot 

Next, to visualize the accelerometer data collected for 

each of the activities, Graphs were plotted as: 

 

 
Fig. 5. Sitting Accelerometer data plot 

plot_activity("Standing", df) 

 

 
              Fig. 6. Standing Accelerometer data plot 

plot_activity("Jogging", df) 

 

 
           Fig 7. Jogging Accelerometer data 

plot_activity("Walking", df) 

 
           Fig. 8. Walking Accelerometer data plot 

 

V.  DATA PROCESSING 

For LSTM training fixed length data segments of  

length 200 were created. 

 

N_TIME_STEPS = 200 

N_FEATURES = 3 
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That is 54901 samples of 3 rows and 200 columns. 

Now transforming this into 200 rows of 3 columns 

each. 

 

 
Thus giving us segmesnts of shapoe as: 

 

reshaped_segments.shape 

> 

(54901, 200, 3) 

 

Final step of transformation is to split the data into 2 

giving 80% to training the model and 20% for 

validating the model.  

 

 
VI. MODELBUILDING AND TRAINING 

The model was trained using the available data. The 

model consisted of stacked two fully-connected and 

two LSTM layers with 64 units for each of these. 

Further a placeholder was created for the model and 

L2 regulations were used and it was accounted in the 

loss. And finally accuracy and optimizer ops were 

defined. 

 

 
 

 

 
 

Since TensorFlow part was setup, the model  was 

started to be trained for 50 epochs and a track of 

accuracy and error  was kept.  
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Now that training was complete, the model was 

stored on the disk. 

 

 
 

 

VII. MODEL TESTING AND EXPORTING 

Now the model was trained and stored onto disk. On 

Loading it back and plotting the test curve for each 

epoch, it was observed that the model achieved 97% 

of accuracy and a loss of around 0.2. 

 

 

 
 

              Fig. 9. Training Accuracy plot 

 

The confusion matrix for each activity is given as: 
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                Fig 10. Confusion Matrix 

 

This shows that the model works great for all 

activities with some confusion between upstairs and 

downstairs and some exceptions in case of jogging.  

Now as the model was ready and tested, it was finally 

exported for android so that it could be used to 

interface within the android application. 

 

 
 

VIII. ACTIVITY PREDICTION 

 

Finally, in the android application, input and output 

dimensions and names were defined. 

 

 
Then a tensorflow interface was created for 

interaction with the saved model. 

 
And finally, code for interacting with the model 

interface for each real time value of input gathered 

from accelerometer was written. 

 

 
IX. RESULTS 

 

The product developed is a model that predicts 

human activity using LSTM with 200-time steps, 

achieving an accuracy of 97% and the model built was 

exported to be used in android application by 

interfacing with live accelerometer data. 

 

 
Fig. 11. Accuracy achieved after training the model 

 

 
Fig. 12.  Activity recognized by the android 

application when user is in sitting position. 
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