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ABSTRACT 

Predicting flight delays accurately is essential for building a more effective 

airline industry. Increasing client happiness is a key component of the airline 

company. All participants in commercial aviation must consider their prediction 

while making decisions. Flights are delayed and cause consumer displeasure due 

to inclement weather, a mechanical issue, and the delayed arrival of the aircraft 

at the place of departure. With the aid of weather and flight data, a predictive 

model for flights arriving on time is put forth. In this study, we forecast whether 

a specific flight's arrival will be delayed or not using machine learning models 

such Decision Tree Regression, Bayesian Ridge, Random Forest Regression, and 

Gradient Boosting Regression. 

Keywords:  Decision Tree Regression, Bayesian Ridge, Random Forest 

Regression, and Gradient Boosting Regression. 

 

I. INTRODUCTION 

 

A flight delay is said to occur when an airline lands or 

takes off later than its scheduled arrival or departure 

time respectively. AIR traffic load has experienced 

rapid growth in recent years. The aviation industry 

around the globe incur huge losses due to various 

factors, one of these factors is Airline Delay. Airline 

delay tends to be onerous for every entity involved i.e. 

airports, airlines and passengers.  Precise and 

meticulous prediction of Airline delay using the 

factors which play prodigious role will be the key to 

minimize the losses and increase customer satisfaction.  

In the United States, the FAA believes that a flight is 

delayed when the scheduled and actual arrival times 

differs by more than 15 minutes. Since it becomes a 

serious problem in the United States, analysis and 

prediction of flight delays are being studied to reduce 

large costs. Notable reasons for commercially 

scheduled flights to delay are adverse weather 

conditions, air traffic congestion, late reaching 

aircraft to be used for the flight from previous flight, 

maintenance and security issues.  

In the paper, several machine learning algorithms 

have been employed to produce a comparative study 

with respect to the accuracy of each algorithm. we are 

using machine learning models such as Decision Tree 

Regression, Bayesian Ridge, Random Forest 

Regression and Gradient Boosting Regression we 

predict whether the arrival of a particular flight will 

be delayed or not. 
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II. RELATED WORKS 

[1] Chakrabarty, Navoneel. (2019). A Data Mining 

Approach to Flight Arrival Delay Prediction for 

American Airlines. 

In the present scenario of domestic flights in USA, 

there have been numerous instances of flight delays 

and cancellations. In the United States, the American 

Airlines, Inc. have been one of the most entrusted and 

the world's largest airline in terms of number of 

destinations served. But when it comes to domestic 

flights, AA has not lived up to the expectations in 

terms of punctuality or on-time performance. Flight 

Delays also result in airline companies operating 

commercial flights to incur huge losses. So, they are 

trying their best to prevent or avoid Flight Delays and 

Cancellations by taking certain measures. This study 

aims at analyzing flight information of US domestic 

flights operated by American Airlines, covering top 5 

busiest airports of US and predicting possible arrival 

delay of the flight using Data Mining and Machine 

Learning Approaches. The Gradient Boosting 

Classifier Model is deployed by training and hyper-

parameter tuning it, achieving a maximum accuracy 

of 85.73%. Such an Intelligent System is very essential 

in foretelling flights'on-time performance. 

 

[2] G. Gui, F. Liu, J. Sun, J. Yang, Z. Zhou and D. 

Zhao, "Flight Delay Prediction Based on Aviation Big 

Data and Machine Learning," in IEEE Transactions on 

Vehicular Technology, vol. 69, no. 1, pp. 140-150, Jan. 

2020. 

Accurate flight delay prediction is fundamental to 

establish the more efficient airline business. Recent 

studies have been focused on applying machine 

learning methods to predict the flight delay. Most of 

the previous prediction methods are conducted in a 

single route or airport. This paper explores a broader 

scope of factors which may potentially influence the 

flight delay, and compares several machine learning-

based models in designed generalized flight delay 

prediction tasks. To build a dataset for the proposed 

scheme, automatic dependent surveillance-broadcast 

(ADS-B) messages are received, pre-processed, and 

integrated with other information such as weather 

condition, flight schedule, and airport information. 

The designed prediction tasks contain different 

classification tasks and a regression task. Experimental 

results show that long short-term memory (LSTM) is 

capable of handling the obtained aviation sequence 

data, but overfitting problem occurs in our limited 

dataset. Compared with the previous schemes, the 

proposed random forest-based model can obtain 

higher prediction accuracy (90.2% for the binary 

classification) and can overcome the overfitting 

problem. 

[3] Sharma, Himani & Kumar, Sunil. (2016). A Survey 

on Decision Tree Algorithms of Classification in Data 

Mining. International Journal of Science and 

Research (IJSR). 5. 

As the computer technology and computer network 

technology are developing, the amount of data in 

information industry is getting higher and higher. It 

is necessary to analyze this large amount of data and 

extract useful knowledge from it. Process of 

extracting the useful knowledge from huge set of 

incomplete, noisy, fuzzy and random data is called 

data mining. Decision tree classification technique is 

one of the most popular data mining techniques. In 

decision tree divide and conquer technique is used as 

basic learning strategy. A decision tree is a structure 

that includes a root node, branches, and leaf nodes. 

Each internal node denotes a test on an attribute, 

each branch denotes the outcome of a test, and each 

leaf node holds a class label. The topmost node in the 

tree is the root node. This paper focus on the various 

algorithms of Decision tree (ID3, C4.5, CART), their 

characteristic, challenges, advantage and disadvantage. 

III. Methodology 

Proposed system: 

Accurate flight delay prediction is fundamental to 

establish the more efficient airline business. An 

important business of airlines is to get customer 



Volume 8, Issue 4, July-August-2022| http://ijsrcseit.com 

T. Vasanth Kumar Reddy et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., July-August-2022, 8 (4) : 260-265 

 

 

 

 
268 

satisfaction. The existing methods requires highly 

skilled people and hence is costly to implement as it 

requires manually selecting features for prediction. In 

this paper, using machine learning models such as 

Decision Tree Regression, Bayesian Ridge, Random 

Forest Regression and Gradient Boosting Regression 

we predict whether the arrival of a particular flight 

will be delayed or not. 

 
Figure 1: Block diagram 

IV. Implementation 

 

The algorithms listed below were used to complete 

the project. 

Decision Tree: 

Decision trees are non-parametric supervised learning 

Method used for classification and regression. The 

goal is to create a model that predicts the value of a 

target variable by learning simple decision rules 

inferred from the data features. 

A decision tree is drawn upside down with its root at 

the top. In the image on the left, the bold text in 

black represents a condition/internal node, based on 

which the tree splits into branches/ edges. The end of 

the branch that doesn’t split anymore is the 

decision/leaf, in this case, whether the passenger died 

or survived, represented as red and green text 

respectively. 

 

Bayesian Ridge Regression: 

Ridge Regression is the name usually given to Linear 

Regression with an L2 regularizer. The regularizer 

penalizes model complexity by adding the sum of the 

parameter squares to the error function. You can get 

there using Maximum Likelihood estimation on a 

Gaussian likelihood model and then applying the 

rationale of structural risk minimization (think of an 

SVM). 

From the Bayesian side of things, if you start with 

your Gaussian likelihood model, a Gaussian prior on 

the model parameters with mean zero and standard 

deviation 1, and then apply the Bayes Rule to find the 

posterior distribution of the model parameters given 

your dataset, you will find that said posterior 

distribution is also a Gaussian whose mean is 

equivalent to the Ridge Regression estimate of the 

model coefficients. This is known as the Maximum A 

Posteriori estimate of the regression model. 

Bayesian regression allows a natural mechanism to 

survive insufficient data or poorly distributed data by 

formulating linear regression using probability 

distributors rather than point estimates. One of the 

most useful type of Bayesian regression is Bayesian 

Ridge regression which estimates a probabilistic 

model of the regression problem. 

 

Random Forest Regression: 

Random forests or random decision forests are an 

ensemble learning method for classification, 

regression and other tasks that operate by 

constructing a multitude of decision trees at training 

time and outputting the class that is the mode of the 

classes (classification) or mean/average prediction 

(regression) of the individual trees. Random decision 

forests correct for decision trees' habit of over fitting 

to their training set. Random forests generally 

outperform decision trees, but their accuracy is lower 

than gradient boosted trees. However, data 

characteristics can affect their performance.  

Every decision tree has high variance, but when we 

combine all of them together in parallel then the 

resultant variance is low. 

In the case of a classification problem, the final output 

is taken by using the majority voting classifier. In the 

case of a regression problem, the final output is the 
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mean of all the outputs. A Random Forest is an 

ensemble technique capable of performing both 

regression and classification tasks. 

 

Gradient Boosting Regression: 

Gradient boosting is a machine learning technique for 

regression and classification problems, which 

produces a prediction model in the form of an 

ensemble of weak prediction models, typically 

decision trees.  

It builds the model in a stage-wise fashion like other 

boosting methods do, and it generalizes them by 

allowing optimization of an arbitrary differentiable 

loss function. 

The idea of gradient boosting originated in the 

observation that boosting can be interpreted as an 

optimization algorithm on a suitable cost function. 

Explicit regression gradient boosting algorithms were 

subsequently developed simultaneously with the 

more general functional gradient boosting.  

The boosting can be viewed as iterative functional 

gradient descent algorithms. That is, algorithms that 

optimize a cost function over function space by 

iteratively choosing a function (weak hypothesis) that 

points in the negative gradient direction. This 

functional gradient view of boosting has led to the 

development of boosting algorithms in many areas of 

machine learning and statistics beyond regression and 

classification. 

 

V. Results and Discussion 

 

The following screenshots are depicted the flow and 

working process of project. 

Home Page: Here user view the home page of A 

Machine Learning Methodology for flight delay web 

appellation. 

 
About page: 

In the about page, users can learn more about loading 

the dataset and view dataset. 

 

 
 

Preprocessing Page 

 
Encoding Page: 
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Train Model Page: 

 
 

 
 

Performance Tabulation Page: 

 

 
 

Visualization Page: 

 
VI. Conclusion 

Here proposed method deals with consider flight 

delay prediction using boosting techniques like 

XgBoost which involves extreme gradient boosting. 

We may also model a neural network which are high 

in complexities but offers higher accuracy and 

automation of feature selection.   
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