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ABSTRACT 

 

In the recent times, the stock markets have emerged as one of the top investment 

destinations for individual and retail investors due to the lure of huge profits that 

are possible with stock investments compared to more traditional and conservative 

forms of investments such as bank deposits, real estate and gold. The stock markets 

unlike other forms of investment are highly dynamic due to the various variables 

involved in stock price determination and are complex to understand for a common 

investor. Individual and small-time investors have to generate a portfolio of 

common stocks to reduce the overall risk and generate reasonable returns on their 

investment. This phenomenon has given way too many individual and retail 

investors incurring huge losses because their decisions are based on speculation and 

not on sound technical grounds. While there are financial advisory firms and online 

tools where individual investors can get professional stock investment advice, the 

reliability of such investment advice in the recent past has been inconsistent and 

not meeting the rigor of quantitative and rational stock selection process. Many of 

such stock analysts and the tools mostly rely on short term technical indicators and 

are biased by the speculation in the market leading to huge variances in their 

predictions and leading to huge losses for individual investors. While the use of 

Artificial Intelligence (AI) and Machine Learning (ML) techniques is widely 

adopted in the financial domain, integration of AI/ML techniques with 

fundamental variables and long-term value investing is a lacking in this domain. 

Some of the stock portfolio tools available in the market use AI/ML techniques but 

are mostly built using technical indicators which makes them only suitable for 

general trend predictions, intraday trading and not suitable for long term value 

investing due to wide variances and reliability issues. The availability of a Financial 

Decision Support System which can help stock investors with reliable and accurate 

information for selecting stocks and creating an automated portfolio with detailed 

quantitative analysis is lacking. A Financial Decision Support System (DSS) that can 

establish a relationship between the fundamental financial variables and the stock 

prices that can VII automatically create a portfolio of premium stocks shall be of 
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great utility to the individual investment community. As part of this thesis, the 

researcher has designed and developed a Financial Decision Support System (DSS) 

for selecting stocks and automatically creating portfolios with minimal inputs from 

the individual investors. The Financial DSS is based on a System Architecture 

combining the advantages of Artificial Intelligence (AI), Machine learning (ML) 

and Mathematical models. The design and development of the Financial DSS is 

based on the philosophy to combine various independent models and not rely on a 

single stock price model to increase the accuracy and reliability of the stock 

selections and increase the overall Return on Investment (ROI) of the stock 

portfolio. The Machine learning models are used to establish the relationship 

between fundamental financial variables and the price of the stock, a mathematical 

model is developed to calculate the intrinsic value of the stock taking in to account 

the full lifecycle of the stock which involves various phases and a comprehensive 

model to analyze the financial health of the stocks. The AI/ML stock models are 

independently trained using historical financial data and integrated with the overall 

Financial DSS. Finally, the Financial DSS tool with a graphical user interface is built 

integrating all the three models which shall be able to run on a general-purpose 

desktop or laptop. To reliably validate the Financial DSS, it has been subjected to 

wide variety of stocks in terms of market capitalization and industry segments. The 

Financial DSS is validated for its short term and long-term Return on Investment 

(ROI) using both historical and current real-time financial data. The researcher has 

reported that the accuracy of the AI/ML stock price models is greater than 90% and 

the overall ROI of the stock portfolios created by the Financial DSS is 61% for long 

term investments and 11.74% for short term investments. This system has the 

potential to help millions of individual investors who can make their financial 

decisions on stocks using this system for a fraction of cost paid to corporate 

financial consultants and value eventually may contribute to a more efficient 

financial system.  

Keywords: Decision Support Systems (DSS), Stock Prediction, Stock Portfolio, 

Artificial Intelligence (AI), Machine Learning (ML), Fundamental Analysis, 

Intrinsic Value, Stock Health Analysis, Artificial Neural Network (ANN), Decision 

Trees, Ensemble Algorithms 

 

I. INTRODUCTION 

 

In today’s financial sector, there are many 

computerized systems deployed to perform online 

banking,  payment  transactions,  online  trading,  

forex  and  many such  areas (Goldstein, Jiang, & 

Karolyi, 2019). Many of these systems are using 

Artificial Intelligence and Machine learning to detect 

fraudulent banking transactions, predict the stock 

markets and we also find many algorithmic based 

trading systems which are based on complex 

mathematical models. These systems are having a 
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huge impact on the way the financial sector is 

operating and gives is some clues on the future of this 

sector (Gai, Qiu, & Sun, 2018). 

 

Machine Learning is a branch of Artificial 

Intelligence which is having a great impact on many 

fields including the financial domain. Machine 

learning systems use past data to build insights and 

knowledge to solve complex problems (Goodarzi, 

2010). Decision  support  systems  is  also  a  branch  

of  Artificial  intelligence  where  these systems have 

a specific job of guiding the user on complex decisions 

and in many cases, completely automate the decision 

making process (Palma-dos-Reis & Zahedi, 1999). 

These systems are quite useful in domains such as 

financial sector where there is voluminous data to 

analyze quantitatively and arrive at quick decisions 

related to investments, trading, payments and other 

related areas. 

 

Based on the literature review we believe that the 

financial DSS proposed in this study is first of its kind 

which combines three independent models (i.e. 

AI//ML stock price model, Intrinsic Value 

mathematical model and Comprehensive stock health 

analysis model)  to  analyze  and  select  top  

performing  stocks  and  create  automated  stock 

portfolios with minimal inputs from stock investors.  

The Financial DSS in this study was tested and 

validated on a wide range of stocks ranging across 

industry segments such as large capitalizations stocks, 

mid-size capitalization stocks and small capitalization 

stocks. 

 

1.1 Objectives of Stock Investment 

While there are many financial avenues for potential 

investors to put their money like the gold, 

commodities, savings accounts, fixed deposits, post 

office schemes, real estate and other modes of 

investment, the unique feature of stock investment is 

to earn higher returns compared to all other forms of 

investments. Historically, the stock market  returns  

have  been  higher  than  any other  forms  of  

investment  due  to  the compounding growth of 

stocks and exponential growth of company profits. 

The key objectives of potential investments in stock 

markets are (Ballestero, Bravo, Pérez- Gladish, 

Arenas-Parra, & Plà-Santamaria, 2012): 

 

• Earning of premium returns compared to other forms 

of wealth creation, i.e.High reward for people who 

are willing to take measured risks involved with 

stock markets. 

• Mitigation of Un-systematic risk and profit 

maximization. 

• Risk reduction by qualitative and Quantitative 

research. 

• Higher liquidity than other forms of financial 

instruments. 

• Beating the inflation by safe margin which is difficult 

with financial instruments like savings and fixed 

deposits. 

• Partial ownership of a firm which is not possible by 

other financial instruments and potential for long 

term financial security via the assurance of 

dividends from the stocks owned by the investors. 

• Effective trade-off and balancing between risk and 

reward which is not possible using other financial 

instruments. 

 

1.2 Stock Market Return 

The returns on the stock investments can be 

categorized in to four forms: 

• ROI via the stock price changes – In this mode of 

ROI, the profits or losses can be calculated based on 

the stock price increase or decrease. This is direct 

way of wealth accumulation based on the 

performance of the company. 

• ROI via the dividends distribute by the companies 

– In this mode of ROI, the return calculations take 

it to account the dividends distributed by 

companies. Dividend distribution is a unique policy 

of each company and depends on the business cycle 

that the company operates (Hayes, 2021f). 
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• ROI via stock splits and bonus stocks – 

Occassionally companies announce stock splits 

based on the performance of the company and also 

for introducing liquidity in their stocks. In this 

mode, for every share held by the investor, they get 

an additional share and the price of the split share 

decided by the collective market forces (Will 

Kenton, 2020). 

 

• ROI via stock buybacks – When companies have 

large cash deposits with them and the management 

decides to pass this cash holding back to the stock 

holders, they often choose stock buyback policy as 

it is efficient way to return the profits accumulated 

by the company back to their stock holders. In this 

mode, the buy back stock price is fixed at a higher 

price compared to the open market  prevalent  

prices  and  thus  existing stock  holders  get  the 

benefit  of higher stock prices (Cory Janssen, 2021). 

 

II. Valuation Methods Chosen For The Study 

 

There are some important hypothetical equity 

prediction models that can be used for valuation. 

These models require: 

 

a. Estimation  of  the  future  payoff-  These  

methods  are  modelled,  ignoring  the anticipated 

future payoffs. 

b. No Estimation of the future payoff – The probable 

problems in predicting the future payout can be 

avoided. 

c. Risk Based Models- The risks  caused  by the  

variables  are  considered  in  these models. 

According to the Drakopoulou et al. (2015), three 

valuation models are found suitable for the prediction 

of Sensex stocks. Following are the valuation models 

used by the proposed approach: 

 

 

 

a.   Relative Valuation Models  

Relative valuation model -P/E Model: Market price 

divided by earnings and share gives the price to 

earnings ratio. Price to earnings coefficient is a 

function, company's beta, growth rate, payout ratio 

and earnings 

per share. 

 

𝑷/𝑬 𝑹𝒂𝒕𝒊𝒐 = (𝑴𝒂𝒓𝒌𝒆𝒕 𝑷𝒓𝒊𝒄𝒆(𝑴𝑷))/(𝑬𝒂𝒓𝒏𝒊𝒏𝒈𝒔 𝑷𝒆𝒓 

𝑺𝒉𝒂𝒓𝒆(𝑬𝑷𝑺))                                           (3.1) 

 

Estimating Intrinsic Value using Price to Earnings 

Model  

 

Regressing the variables such as expected growth in 

EPS, beta coefficient, and dividend payout ratio 

studied the relationship between the variables to 

predict the yearly price earnings ratio. P/E model 

looks at the bond of ratio of the P/E of a stock to the 

P/E of Sensex while predicting. In essence, the 

predicted value of a stock is calculated based on how 

comparable Sensex stocks are valued, based on P/E 

value. 

 

Using the above model, P/E of a Stock is calculated by 

(3.2) .The variables used in the models are defined in 

section 1.8.2 

 

P/E= ( 𝑴𝒂𝒓𝒌𝒆𝒕 𝑷𝒓𝒊𝒄𝒆 )/𝑬𝑷𝑺               (3.2) 

 

b.  Risk Based Models 

 

Many stock valuing models are developed based on 

P/B value for Sensex stocks. The relationship of the 

P/B of a stock to the P/B of the Sensex stocks is studied 

in the P/B model to predict the intrinsic value. Based 

on how stocks are valued using the P/B ratio, the 

intrinsic value is calculated. 
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Estimating intrinsic value using P/B model 

 

Regression analysis studied the relationship between 

expected growths in EPS, beta co efficient, return on 

equity and P/B ratio. The intrinsic value, is then 

calculated by (3.3) and (3.4) 

 

𝑰𝒏𝒕𝒓𝒊𝒏𝒔𝒊𝒄 𝒗𝒂𝒍𝒖𝒆 =  𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅 𝑷/𝑩 × 𝑩𝑽𝑷𝑺 (3.3) 

where, 

𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒆𝒅 𝑷 𝑩 =  𝜷𝟎 +  𝜷𝟏 𝑩𝑬𝑻𝑨 + 𝜷𝟐 𝑬𝑷𝑺𝒈 + 𝜷𝟒 

𝑫𝑷𝑹 + 𝜺𝒊   (3.4) 

 

III. Descriptive Statistics for variables used in the 

study 

 

Descriptive statistics, mean, maximum, minimum and 

standard deviation of the variables, market price, EPS 

Growth, beta, EPS, DPR, BVPS, ROE, stock index 

returns, of each Sensex stock for the chosen three 

fundamental models are calculated. Descriptive 

statistics of Rf, Rm, Repo rate and the RMSE for the 

equity models are also calculated. 

 

Table 3.2 shows the descriptive statistics of market 

price (MP) of Sensex stocks from 2008-09 to 2017-18. 

The price has an extreme value of Rs.8863.15 for 

M&M and least value of Rs.33.65 for Tata Motors. 

Standard deviation of market price at a lowest cost of 

Rs. 27.64 for NTPC directs the low risk in buying the 

stock. Standard Deviation, for most of the large market 

capitalized Sensex stocks in Indian Stock Market is 

very high. Bajaj Finance and M&M shows high 

standard deviation which is mainly due to the fact that 

stock prices fluctuate according to the interest rates, 

inflation rates and other market information. 

 

Standard Deviation is very high for most of the large 

market capitalized Sensex stocks in Indian Stock 

Market. Bajaj Finance and M&M shows high standard 

deviation which is mainly due to the fact that stock 

prices fluctuate according to the interest rates, 

inflation rates and other market information. 

Table 3.1 

 
 

IV. Multiple Linear Regression For Refining The 

Equity Valuation Models 

 

The revised P/E and P/B regression model is widely 

used to predict the intrinsic value of the stocks based 

on the variables EPS, EPS Growth, repo, BVPS and 

DPR. Linear regression is an algorithm in statistics. It 

is an approach to model the relationship between a 

response variable and one or more predictor variables. 

A linear relationship exists  between  independent  

variables  and  a  single  dependent  or  output  

variable. 

 

Therefore, output variable, is the linear combination 

of the input variables. There exist two types of linear 

regression: 
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1. Simple linear regression, when there is only one 

independent variable It is a model for 

understanding relationships between a single 

input and output variable.  

2. Multiple linear regression, when there are multiple 

independent variables. 

 

However, multiple linear regression goes one step 

ahead further and adds more than one independent 

variable. For example, if additional variables like DPR, 

EPS influence the market price, then the equation 

(4.7) becomes, 

market price= β0 + β1 * repo rate +β2*DPR+β3*EPS+ ℇ.                                    

(4.1) 

 

There are mainly three domains where the 

Regression-based machine learning algorithms Pai et 

al. (2021) can be applied. 

 

 Quantifying the relations between the variables: 

Correlation identifies the strength and direction 

of the association between two variables. These 

relationships are quantified using multiple 

regression. 

 Prediction: Regressions' ability to quantify the 

relationships/association can be turned into 

solving prediction problems. 

 Forecasting: Estimation of some variables of 

interest at some specified future period is another 

domain where multiple regressions display 

outstanding performance. Prediction is similar to 

forecasting, but the estimations occur for a 

prolonged  period  when  compared  to  the  ones  

done  for  a  specific  date  in forecasting Multiple 

linear regression works by changing the 

parameter values to reduce the cost, which is the 

degree of error between the predicted value and 

the values of the training set.  

A calculating metric known as cost function 

determines how well a hyper plane represents a 

training set. The cost function represents the degree of 

error between the hyper plane’s values and those of 

the training set. Different formulas can calculate the 

cost. The one that the regression model uses is called 

the mean squared error (MSE). This cost function 

determines how well a hyper plane represents the 

data. The regression model can fine-tune the 

parameters' values to find the best fit hyper plane that 

defines the data the gradient descent function is used. 

 

The gradient descent function helps the machine 

learning models to refine the parameters so that the 

optimal values for the coefficient of the hyper planes 

can be identified. The algorithms use gradient descent 

in order to converge upon a parameter value that 

produces the lowest error. The models can later use 

these values for future predictions with a new set of 

data; in this study, multivariate gradient descent 

function to be used as we are dealing with a 

multilinear regression model. 

 

After applying the gradient descent, the model will 

converge on the coefficients b0, b1, b2….bn  and 

finalize the parameter values and create the equation 

of the optimal hyper plane. Finally, plugging in the 

actual values to this optimized hyper plane equation 

will give the estimated value of the model. 

 

The empirical analysis of the three equity valuation 

models used in the study had errors. So, in order to 

revise and refine the model, the multiple linear 

regression machine learning algorithm is used. The 

various steps used involved in creating the machine 

learning model are: 

 

1. Data Preprocessing 

2. Creating Train and Test Datasets 

3. Creating and training the linear regressor, 

Boosted Decision Tree Regression, Decision 

Forest tree regression. 

4. Testing the Linear regressor, Boosted Decision 

Tree Regression, Decision Forest tree regression. 
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Data Preprocessing: All the variables used in the data 

set are numerical. Identifying, eliminating inexact 

records from the dataset, recognizing incomplete, 

undependable, imprecise, non-relevant parts of the 

data is performed to clean the data. The 

inconsistencies identified or removed may have been 

caused by user entry mistakes, 

errors in the storage. 

 

Creating the Model: The multiple linear regressors is 

created for revised P/E, P/B and CAPM. The array of 

the independent variables used to create the model for 

the predictor or the dependent variables. For example, 

for the dependent variable, market price, the 

independent variables to the regressor are: 

 

Preparing the Training and the Test data: The whole 

dataset is divided into two training sets and the test 

set. Then, ratio of 80:20 is selected, which divides 80% 

of the data into the train data and the rest 20% to the 

test set. 

 

Training the Linear Regression: A linear regression 

model essentially adds a coefficient to each input 

variable, determining its importance. The value of 

input variables is then multiplied with the equivalent 

coefficient, and the bias (intercept) term is added to 

summation. That is essentially the predicted value. 

 

Testing the Linear regression: For testing the 

regressor, use model to predict the test data. The 

performance measures adapted for the testing of the 

models will give the accuracy of the model. RMSE, 

MSE, R-squared metric are the commonly used metric 

used to evaluate the performance of a model. 

 

4.1 Select Dataset 

 

The Data Collection module is the key module of the 

Financial DSS that is responsible for all the data 

collection requirements both from external world 

(Online Web Sources) and locally on the desktop / 

laptop environment. The major functionalities of this 

software module are: 

• Receiving data collection and initiation request 

from the data processing software module 

• Implementation of Web Crawler functionality for 

automatic data collection from online web 

sources 

• Management of data sources and formats 

• Transfer of online data received via Web Crawler 

to the Data Processing software module  

 

 
 

 
Figure 4.1 Dataset in .csv format implemented on 

Azure 
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4.2 Information Preprocessing 

 

It is a cycle of evacuating all the loud and missing 

information from the informational collection.  

At the point when information is given as 

information, it is important to preprocess the data. 

Text preprocessing is the cycle of getting ready and 

cleaning the information of dataset for 

characterization. It assists with decreasing the clamor 

in the content, improve the exhibition of the classifier 

and accelerate the characterization cycle. 

Preprocessing information has following 3 stages  

 

•Tokenization: It is a sort of pre-preparing where 

running content is divided into words or sentences. 

Before any genuine content preparation is to be 

finished, the text should be sectioned into phonetic 

units, for example, words, accentuation, numbers, 

alpha-numeric, and so on this cycle is called 

tokenization. Tokenization, when applied to records, 

is the cycle of subbing a touchy information 

component with a non-sensitive same alluded as a 

token that has no outward or exploitable significance 

or worth. A record is considered as a string, and 

afterward parceled into a rundown of tokens. Stop 

words, for example, "the", "a", "and", and so forth are 

every now and again happening; in this manner the 

inconsequential words should be taken out.  

 

•Stop word evacuation: In figuring, stop words are 

words which are sifted through previously or after 

preparing of normal language information (text). Stop 

words normally allude to the most widely recognized 

words in a language. The most widely recognized 

words are in text reports are relational words, articles, 

and favorable to things and so forth, that doesn't give 

the significance of the records. These words as treated 

as stop words. Model for stop words: the, in, a, an, 

with, and so forth [7] Hence it is vital to eliminate 

those words which show up excessively often that give 

no data to the errand. Stop words are eliminated to 

save both existences. Stop words are a fundamental 

piece of data recovery measure. The expulsion of stop 

words increments execution and indexed lists. The 

stop words need to be eliminated for an explanation 

since they give no particular data for order reason.  

 

• Stemming: It is the cycle for diminishing inferred 

words to their stem or root structure for example is 

primarily eliminates different additions therefore in 

the decrease of a number of words. For Example, the 

words client, clients, utilized, utilizing all can be 

decreased to "USE". This will diminish the necessary 

time-space 

 

 
4.3. Train and assemble the AI model   

 

In this progression, the dataset is isolated into two 

sections: preparing dataset and testing dataset. 

Preparing dataset contains 70% and the testing dataset 

contains 30% which are chosen haphazardly.  
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Figure 4.2 Splitting of Dataset with 30 :70 for training 

and testing purpose in .csv format implemented on 

Azure 

 

4.4 Highlight Selection  

 

In the wake of preprocessing and Transformation the 

significant advance of text order is highlight 

determination. The fundamental thought of highlight 

choice is to choose a subset of highlights from the first 

record. The information contains numerous 

highlights, yet all the highlights may not be important 

so the element choice is utilized in order to kill the 

unessential highlights from the information absent a 

lot of loss of the data. Highlight the choice is 

otherwise called ascribes determination or variable 

selection[13]. It is performed by keeping the words 

with most elevated score according to the 

foreordained proportion of the significance of the 

word.  

 

 

 

 

4.5 Arrangement  

 

The archives can be arranged by administered what're 

more, solo strategies. At the point when the class mark 

of each the report is realized that is managed when the 

class name of the archive is not known that is called 

unaided.  

 

4.6 Execution Measure  

 

This is the last advance of information text 

characterization. This is tentatively done, as opposed 

to systematically. In this progression measures the 

exhibition. Numerous measures have been utilized 

like exactness and review. 

 

4.7 Point of the Proposed System  

 

This module also processes the request for data 

visualization for the users to clearly evaluate the stock 

selection process. The major functionalities of this 

module are:  

• Receives stock selection data from the data 

processing unit after analysis by the Stock 

selection software module.  

• Provides the reasons for the stock selection. 

• Processes the data visualization requests and 

provide appropriate data for GUI  software 

module. 

The following reasoning features are provided for each 

selected stock:  

• Name of the stock. 

• Current real-time stock price. 

• Intrinsic Value of the Stock. 

• Type of stock labelled as “Under Valued”, “Over 

Valued” or “Fairly” priced. 

• Growth rate of the company. 

• Profitability criteria of the stock in terms of “Low 

Margin Business” or “High Margin Business”. 

•  Cash flow and short term liabilities situation of 

the company. 

• Stock Price growth trajectory in the last one year. 
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•  Net profit growth trajectory in the last one year. 

• Revenue growth trajectory in the last one year. 

• Comparison analysis of Industry P/E vs Stock’s 

P/E. 

• Competitive Advantage of the stock. 

 

 
 

Figure 4.3 System Implementation Flow 

 

In the above fig 4.3, crude information is gathered 

from this present reality. The gathered information is 

being prepared and the missing dataset is cleaned. At 

that point, the information model is prepared and 

broke down. After the investigation cycle, calculations 

are applied to the prepared model. After the 

preparation cycle, a report will be pictured and 

information items will be shaped. Through the 

representation, report choices will be made and the 

legitimate forecast will be examined however score 

esteems. 

 

The import information alludes to the information 

kind of every segment dependent on the qualities it 

contains and places the information into Azure 

Machine Learning Studio workspace. The yield of 

import information is a dataset that can be utilized in 

any trial. Information procurement in AI comprises of 

two things: information and model. When gathering 

the information it must have enough highlights with 

the goal that it can assist with foreseeing the infection 

and effectively train the learning model. In a pre-

preparing step, the information is to be cleaned and 

disentangled. By pre-preparing of the information, we 

can get all the more effectively make important 

highlights from information. After pre-preparing, 

chose calculations are applied on the AI model, used 

to gauge the exactness of the expectations. Scoring is 

the way toward producing esteems or scores 

dependent on a prepared AI model. The qualities or 

scores that are delivered can speak to ailment forecasts 

of future qualities. 

 

4.8 Implemented Algorithms  

   

4.8.1 Decision Forest Regression: 

 

Two-Class Decision Regression is utilized in Azure 

Machine Learning Studio to build up an AI model that 

depends on a directed gathering learning calculation 

called choice wilderness. This calculation turned 

around to an undeveloped more tasteful. At that point 

a specific model is prepared by utilizing a Train model 

or Tune Model Hyper Parameters on a marked 

preparing datasets. Later the prepared model is utilized 

to make out forecasts. The Two-Class Decision 

regression module restores an undeveloped classifier. 

You at that point train this model on a marked 

preparing informational collection, by utilizing Train 

Model or Tune Model Hyperparameters. The prepared 

model would then be able to be utilized to make 

forecasts. 
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Fig.4.4 Two Class Decision Regression in Stock 

Analysis untrained model 

 
Fig.4.5 Two Class Decision Regression in Stock 

Analysis trained model 

 

4.8.2 Linear Regression: 

A standard statistical approach, linear regression has 

been implemented in machine learning and improved 

with many new ways for fitting the line and assessing 

error. Linear regression is a method that has been used 

for a long time. In its most basic form, regression is 

defined as the prediction of a numerical goal. When 

you need a straightforward model for a fundamentally 

predictive endeavour, linear regression is still a solid 

option to look at. Additionally, linear regression has a 

propensity to function well on data sets that are high-

dimensional, sparse, and lack complexity. 

In addition to linear regression, Azure Machine 

Learning is capable of supporting a wide number of 

alternative regression models. On the other hand, 

"regression" is a phrase that can have a broad meaning, 

and not all forms of regression that are offered by 

other tools are supported here. A single independent 

variable and a single dependent variable are required 

to solve the traditional regression issue. This 

phenomenon is known as simple regression. This 

component provides support for straightforward 

regression. The concept of multiple linear regression 

refers to a statistical technique in which two or more 

independent variables are used to analyse a single 

dependent variable. One name for the kind of 

problems known as multivariate linear regression is 

"problems with numerous inputs used to predict a 

single numerical output." The Linear Regression 

component, along with the majority of the other 

regression components, is capable of providing a 

solution to these difficulties. The process of making 

predictions about several dependent variables using 

just one model is referred to as multi-label regression. 

One use of multi-label logistic regression, for instance, 

allows for a sample to be allocated to numerous 

distinct labels. (The challenge of predicting many 

levels inside a single class variable is distinct from this 

one.) 

 
Fig.4.7 Linear Regression in Stock Analysis untrained 

model 

 
Fig.4.8 Linear Regression in Stock Analysis trained 

model 

 

4.8.3 Boosted Decision Tree Regression: 

Creating ensemble models may be accomplished using 

a variety of tried-and-true strategies, such as bagging, 
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random forests, and boosting, to name just a few. 

Boosted decision trees in Azure Machine Learning 

make advantage of an effective version of the MART 

gradient boosting technique. A strategy for solving 

regression issues using machine learning is called 

gradient boosting. It develops each regression tree in a 

step-by-step manner, utilising a specified loss function 

to quantify the error in each step and then correcting 

for it in the subsequent step as it grows the tree. As a 

result, the prediction model is really an ensemble of a 

number of less accurate prediction models. 

Boosting is a method that is used to solve regression 

issues by first building a succession of trees in a step-

by-step manner and then selecting the best tree by the 

application of an arbitrary differentiable loss function. 

 

 
Fig.4.9 Boosted Decision Tree Regression in Stock 

Analysis untrained model 

 
Fig.4.10 Boosted Decision Tree Regression in Stock 

Analysis trained model 

 

 

 

 

V. CONCLUSION 

 

 Linear Regression is the base of all 

regression models and provides results that 

are near to satisfaction but with a greater 

deviation from original data. 

 Boosted Decision Tree Regression gives a 

distorted line which is not suitable for our 

case in predicting Stock Price which has to 

be very near to the actual solution. 

 Decision Forest Tree Regression model 

stands out to be the best model for Stock 

Price with the least error. 
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