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ABSTRACT 

 

Machine learning(ML) models today are vulnerable to several types of attacks. 

In this work, we will study a category of attack known as membership inference 

attack and show how ML models are susceptible to leaking secure information 

under such attacks. Given a data record and a black box access to a ML model, 

we present a framework to deduce whether the data record was part of the 

model’s training dataset or not. We achieve this objective by creating an attack 

ML model which learns to differentiate the target model’s predictions on its 

training data from target model’s predictions on data not part of its training data. 

In other words, we solve this membership inference problem by converting it 

into a binary classification problem. We also study mitigation strategies to 

defend the ML models against the attacks discussed in this work. In this paper 

evaluation method on real world datasets: (1) CIFAR-10 and (2) UCI Adult 

(Census Income) using classification as the task performed by the target ML 

models built on these datasets. 

Keywords : Membership inference attacks, deep leaning, privacy risk, 

differential privacy, FDR, FS, Dataset, Train, Test, Attack, Genetic Algorithm.  

 

 

I. INTRODUCTION 

 

Machine Learning is the electricity and foundation of 

modern technologies and plays significant role in 

growing web-based services because of its wide 

applications. It is provided as service by Amazon, 

Google, Microsoft and many more. These companies 

provide services like training API, where the user can 

upload data to the cloud and train the model (example: 

A classification model). Later, user can use these 

models using prediction API’s and do prediction. 

Prediction output is vector of probabilities that assign 

probability to each class to classify the object. 

Example in the Cifar-dataset, it takes a picture of a 

Car and assigns probability to the classes to predict 

whether it is a car, truck, airplane, submarine, 

etcetera. These training API’s are good examples of 

black box models, where the training model stays on 

the cloud and the user has no information about the 

architecture or parameters of the model, just can get 

the prediction vector. The user cannot even download 

the model anyhow! The prediction outputs have no 
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information of the model nor information on 

predictions of the intermediate steps. Such black box 

models are very useful. Many mobile application 

developers use such services to predict the responses 

of the new features. We don’t have access to the 

training datasets of the training model, so in this 

paper we make prediction, there is no interaction 

with the dataset of the machine learning model, we 

just get the output prediction vector. But, the real 

question is, do these machine learning models tend to 

leak information about their training data? In this 

paper learnt about the tendency of the leakage 

through studying membership inference attack 

against the machine learning models. This paper aim 

is to find out as an attacker assuming that attacker has 

some information of the distribution or access to some 

part of the dataset, whether it was the part of the 

model’s training dataset or not. It is challenging as we 

don’t have direct access of the model or the dataset. 

 

II. OVERVIEW 

 

Machine learning model tend to behave differently 

with the training data as compared to the dataset that 

it hasn’t seen. This phenomenon is called overfitting 

where the accuracy on training dataset is higher 

compared to testing dataset. The objective is to 

construct an attacking model that can classify the 

membership of the dataset used to query the target 

model. Attack model is collection of ‘k’ attack model, 

each designed for ‘k’ different classes. This simply 

increases the attack accuracy as target model 

generates distribution of probabilities. We have used 

supervised learning to design multiple shadow model 

and used its labeled inputs and outputs to train the 

attack model. Formal setting is as described.  

 

Suppose 𝑚𝑡𝑎𝑟𝑔𝑒𝑡() is a target model and has a disjoint 

training dataset as 𝐷𝑡𝑎𝑟𝑔𝑒𝑡 𝑡𝑟𝑎𝑖𝑛 and contains 

labelled records in format of {𝑥𝑖 , 𝑦𝑖 }𝑡𝑎𝑟𝑔𝑒𝑡 where 𝑥𝑖 

is the input data and 𝑦𝑖 is it’s true label taken from k 

classes.  The predicted output is a vector of 

probabilities of ‘k’ size with probability ranging [0,1]. 

Summation of  these probabilities is 1.  

Similarly, 𝑚𝑎𝑡𝑡𝑎𝑐𝑘() is an attack model that takes 

input 𝑥𝑎𝑡𝑡𝑎𝑐𝑘, which is combination of labelled 

record and prediction vector that is of size ‘k’. This 

model is a binary classifier that infers the membership 

and outputs, ‘out’ or ‘in’. Figure (1) shows the entire 

process. Here, a record {x, y} is used by the target 

model to predict a vector 𝑦̂ = 𝑚𝑡𝑎𝑟𝑔𝑒𝑡(). We pass {y, 

𝑦̂}𝑡𝑎𝑟𝑔𝑒𝑡 to the attack model. The attack model 

computes the probability whether the {y, 𝑦̂}𝑡𝑎𝑟𝑔𝑒𝑡 is 

in training set or testing set of 𝑚𝑡𝑎𝑟𝑔𝑒𝑡() 

 

III. Overview of Inference ML Attack 

 

When compared to a dataset that it hasn't seen, an AI 

model will almost always behave differently with 

preparation information. Over fitting is a quirk where 

the precision of the preparation dataset is higher than 

the testing dataset. Building a model that can group 

the involvement of the dataset used to investigate the 

objective model is the objective. 

Assault models are a collection of "k" different assault 

models, each designed for "k" different classes. As a 

result of the distribution of probabilities produced by 

the target model, the assault precision is essentially 

increased. In order to construct the attack model, we 

used directed learning to plan a number of shadow 

models and made use of their marked information 

sources and outcomes. The setting is formal as seen. 

Assume that mtarge() is an objective model and that 

Dtarget train also contains named records in the 

organisation of "xi, yi"target, where "xi" stands for the 

informational data and "yi" for the actual mark 

obtained from k classes. 

 

A vector of probabilities with a size of "k" and a 

likelihood running between [0,1] is the expected 

outcome. The result of adding these probabilities is 1. 

Similarly, mattack() is an attack model that accepts as 

input xattack, a combination of named records and a 

forecast vector of size 'k'. This model is a two-class 
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classifier that determines participation and produces 

the outcomes "out" or "in." The entire cycle is seen in 

Figure 1. Here, the objective model uses a record x, y 

to predict a vector y = mtarge () We switch the "y, y" 

target to the attack mode. l. The assault model analyses 

the possibility that the "y, y" target is in a set that is 

being prepared or tested for a weapon. (). 

 

 
Figure 1: End-to-End Process 

IV. Shadow Models 

Setup: ‘n’ shadow models 𝑚𝑠ℎ𝑎𝑑𝑜𝑤 𝑖 () are created by 

the attacker. Each 𝑖 𝑡ℎ shadow model is trained on 

𝐷𝑠ℎ𝑎𝑑𝑜𝑤𝑖 𝑡𝑟𝑎𝑖𝑛 , each of same type. In the worst 

case it is assumed that the 𝐷𝑠ℎ𝑎𝑑𝑜𝑤𝑖 𝑡𝑟𝑎𝑖𝑛 and 

𝐷𝑡𝑎𝑟𝑔𝑒𝑡 𝑡𝑟𝑎𝑖𝑛 may be disjoint. The shadow models 

are designed and trained in the same way as the target 

model (i.e. the user can use the same API used for 

training the target model if no information about the 

model architecture is known). As the number of 

shadow model increases, the accuracy of the attack 

increases. Figure (3) shows the above explanation. 

 

 
Figure 2: Shadow Model Trained using same API as 

the Target Model 

 

V. Attack Model 

 

The experimental setup of the training of the attack 

model is shown below. The setup shows that the 

shadow model’s output is used to train the attack 

model and it learns how to infer the membership of 

the dataset of the shadow model and thus produces a 

sequence to predict the membership of the training 

set of the target model. The shadow model is queried 

using its own dataset for training and a disjoint testing 

dataset. The output generated by the training data is 

labelled as ‘in’ and the output by dataset for testing as 

‘out’. This record is used to train the attack model. 

Figure (3) shows, how we have trained the attack 

model. For each {x, y} € 𝐷𝑠ℎ𝑎𝑑𝑜𝑤𝑖 𝑡𝑟𝑎𝑖𝑛 , a 

prediction vector 𝑦̂ along with its membership is 

added to the record of training set of attack model (y, 

𝑦̂, in). Similarly, for each {x, y} € 𝐷𝑠ℎ𝑎𝑑𝑜𝑤𝑖 𝑡𝑒𝑠𝑡 we 

get a record (y, 𝑦̂, out). A 𝐷𝑎𝑡𝑡𝑎𝑐𝑘 𝑡𝑟𝑎𝑖𝑛 is formed 

using such records and is partitioned into ‘k’ 

partitions (k = number of classes). Each 𝐷𝑎𝑡𝑡𝑎𝑐𝑘 

𝑡𝑟𝑎𝑖𝑛 partitioned is associated to its respective class. It 

is like for each ‘y’ train a different model that would 

predict the membership for every x, given 𝑦̂. Attack 

model is thus basically a binary classifier. 

 

 
Figure 3: Training of Attack Model 

 

VI. Setup 

 

Description of the experimental setup for both 

CIFAR-10 and UCI Adult datasets is given below. The 

baseline accuracy for both experiments with shuffled 

dataset is assumed to be 0.5. A) CIFAR: CIFAR-10 is 

widely used in image recognition examples. It consists 
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of 10 classes, each containing 6,000 32x32 color 

images per class. 50,000 for training and 10,000 for 

testing. Thus, in total there are 60,000 32x32 color 

images. We have combined both datasets and shuffled 

them all and then first extracted samples for target 

model and from the rest for the shadow model. By 

this we increase the probability for the dataset for 

target and shadow being disjoint. We have used 

distinct size of datasets in our experiment to picture 

the changes in the accuracy due to different datasize. 

The main aim for the classifier to is decide that the 

object belongs to which class. Different datasize for 

our experiment are: 2500,5000,10000,15000 both for 

target and shadow model (i.e. 2500 each for training 

and testing of the target model and similarly for each 

shadow model). For each dataset, we have created 10 

shadow models. The number of shadow models are 

selected according to number of classes for the 

datasets and here CIFAR 10 has 10 classes. We have 

compiled the target and shadow model using neural 

network. Two convolution layers with ‘tanh’ 

activation is used. The first convolution layer has 

kernel size = 5x5 and other has 3x3. Dense layer = 128 

also with ‘tanh’ activation and at last a dense layer 

with ‘softmax’. Categorical_entropy is used as a loss 

function because it is a multiclass classification. decay 

rate = 1e-7, learning rate = 0.001. For attack model we 

have used SVM. To reach to the final result we have 

run a cross validation loop with nfold = 5 for C_test = 

[0.1,1,10] and gama_test = [0.001,0.01,0.1]. Through 

this we selected the best C and gamma for SVM. 

 
Figure 4: CIFAR10 Target Model Summary 

For different datasize, 

we got average accuracy 

over total datasets as 

below: For ds = 2500 

Attack Precision: 0.7849293563579278 

Attack Recall: 1.0 

Attack Accuracy: 0.863 

 

For ds = 5000 

Attack Precision: 0.7275902211874272 

Attack Recall: 1.0 

Attack Accuracy: 0.8128 

 

For ds = 10000 

Attack Precision: 0.7211365111415591 

Attack Recall: 1.0 

Attack Accuracy: 0.80665 

 

For ds = 15000 

Attack Precision: 0.7089516967577276 

Attack Recall: 1.0 

Attack Accuracy: 0.7947333333333333 
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Figure 5: Precision v/s class Graph for different 

Datasize of CIFAR10 

 
VII. Observation 

 

In this paper attack works. This is because this model 

has overfitted. Also, large number of classes makes 

the job of the model hard as it would have to go 

through lots of information. This lead, to leak of more 

information. We have given one mitigation strategy 

for that ‘use of regularization’ that helps to overcome 

overfitting and it works. 

 

Evaluation Criteria 

 

Different measures can be used to assess how accurate 

our attack model is. Among them are: 

Classification, first Measures accuracy by comparing 

the proportion of accurate predictions to all input 

samples [53]. 

 

2. Logarithmic Loss: This technique penalises the 

incorrect categorization [58]. 

 

3. Confusion Matrix: Identifies true positives, true 

negatives, false positives, and false negatives for the 

model's entire performance [82]. 

4. Area Under Curve: This indicates the likelihood 

that a randomly selected positive example would be 

chosen rather than a negative one. The ranking is 

based on the data's sensitivity and specificity [29]. 

5. Mean Absolute Error: This statistic measures the 

average discrepancy between actual and expected 

values [94]. 

6. Mean Squared Error: This statistic computes errors 

by averaging the squares of the variances between the 

actual and predicted values [90]. 

 

Precision is the model's capacity to return just 

pertinent examples [65]. 

Recall is the model's capacity to locate all pertinent 

instances [65]. 

 

Precision and recall are the two common metrics used 

to gauge attack accuracy. The precision of the attack 

model indicates the percentage of records that are 

actually members of the training dataset. 

 
But  recall represents  what  fraction  of the members 

of the training  dataset are correctly inferred as 

members by the attacker. 

 
 

As recall focused on correctly inferred members of 

the training dataset, we considered it as the 

evaluation  metrics  in our experiments. 

 

VIII. UCI Adult (Census Income) 

 

This dataset has total 48,842 samples and 14 census 

features like gender, occupation, native country, 

marital status, age, working hours, education, race, 

etcetera. The main aim for the classifier is to predict 
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whether a person earns more than $50K based on the 

features or not. Here we have randomly chose 10,000 

train and testing samples for the target model and 

10,000 random samples for training and testing 

shadow models. 

 

We have created 20 shadow models; each shadow 

model gets 10,000 training sample from shuffled and 

disjoint dataset than the one used for the target 

model. Number of shadow models can be increased 

to increase the prediction accuracy. We have 

compiled all the models on the local machine.  We 

have used keras library with tensorflow working in 

the backend for creating neural networks. All the 

features with ‘object’ data types are one-hot-coded 

 

Neural network with 5 hidden layers, decay rate = 1e-

7, learning rate = 0.001 and sigmoid activation gives 

us 79.9% and 81% training accuracy for the target and 

shadow models respectively. 100 epochs are run for 

each model. Summary of the target and shadow 

model with its accuracy is shown below: 

 
Figure 6: UCI Adult Target Model Summary 

 
Figure 7: UCI Adult Shadow Model Summary 

The output for the target and shadow model is a 

single class prediction output of probability whether 

the person earns more than $50K or not. 

‘binary_crossentropy’ is used as the loss function. 

The same model format is used for the attack model 

as it is also a binary classifier. The attack model gets 

the training accuracy for 40,000 datasets to be 49.91 % 

and validation accuracy 50% (same as base line 

accuracy). 

 

 
Figure 8: UCI Adult Attack model summary 

 

There are two reasons why membership inference 

appeared to fail for this model. (1) As model is not 

overfitted, the training and testing accuracy are 

almost similar). (2) The model is a binary classifier as 

the attacker just must infer the membership by 

studying the behavior of the model with single class. 

Since the outputs are complimentary, it is not enough 

for the attack model to infer the membership 

information. 

IX. Observation 

 

Models with few classes are less prone to leak their 

membership information. As the number of classes 

increase, the model gets more features from the 

sample to classify the input samples with higher 

accuracy. To simplify, models that have more classes 

have job to remember and classify more features and 

information about their training data and so are prone 

to leak more information. 
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X. Mitigation Strategy: (‘ Use of Regularization) 

 

Regularization techniques are normally used to 

overcome overfitting in machine learning. We have 

used L-2 regularization that penalizes large no of 

parameters. We have use lambda = 5e-3 

 

For ds =  2500 

Attack Precision:  0.7863247863247863 

Attack Recall:  0.184 

Attack Accuracy:  0.567 

For ds =  5000 

Attack Precision:  0.61 

Attack Recall:  0.061 

Attack Accuracy:  0.511 

For ds =  15000 

Attack Precision:  0.4074074074074074 

Attack Recall:  0.0007333333333333333 

Attack Accuracy:  0.49983333333333335 

 

 
 

 

XI. CONCLUSION 

 

As AI becomes pervasive, mainstream researchers 

turns out to be progressively intrigued in its effect 

and aftereffects as far as security, protection, decency, 

and logic. This study directed a complete 

investigation of the cutting edge protection related 

assaults and proposed a danger model and a binding 

together scientific categorization of the various kinds 

of assaults dependent on their qualities. An inside and 

out assessment of the present status of the 

workmanship research permitted us to play out a 

definite investigation which uncovered normal plan 

examples and contrasts between them. 

 

A few open issues that legitimacy further exploration 

were recognized. To start with, our investigation 

uncovered a fairly tight focal point of the exploration 

directed up to this point, which is overwhelmed by 

assaults on profound learning models. We trust that 

there are a few well known calculations and models 

in wording of certifiable organization and 

materialness that merit a nearer assessment. Second, 

an exhaustive hypothetical comprehension of the 

purposes for security spills is as yet immature and this 

influences both the proposed safeguarding strategies 

and our comprehension of the impediments of 

security assaults. 
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