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ABSTRACT 

Drinking Water Supply (DWS) is one of the most critical and sensitive systems 

to maintain city operations globally. In Europe, the contradiction between the 

fast growth of population and obsolete water supply infrastructure is even more 

prominent. The high standard water quality requirement not only provides 

convenience for people’s daily life but also challenges the risk response time in 

the systems. Prevalent water quality regulations are relying on periodic 

parameter tests. This brings the danger in bacteria broadcast within the testing 

process which can last for 24-48 hours. In order to cope with these problems, we 

propose a EDA (Exploratory Data Analysis) model for water quality assessment. 

This model consists of two dimensions, including water quality parameters and 

score. Furthermore, we applied this model to predict water quality changes in 

the DWS system using a Random Forest algorithm using Pycaret. For a case 

study, we select an industrial water supply system. The preliminary results show 

that this model can provide high predictions & accuracy i.e., 73.76% for water 

quality understanding. 

Keywords: Water Quality Monitoring, Water Quality Assessment, Water 

Quality Analysis, Chain of Custody. 

 

I. INTRODUCTION 

 

Water plays a vital role in everyone’s life and is 

observed everywhere and in every form [1]. In 

Today’s world, due to climatic changes and pollution 

the water quality is been affected in areas and various 

experiments are done to test the quality of water [2]. 

Due to poor water quality, risk occurs in the 

industrial areas which damage the whole 

environment and causes an economical loss [3].The 

root cause for many diseases such as typhoid, 

diarrhea, cholera is due to usage of contaminated 

water caused by increased industrialization and 

urbanization in India. [4]. According to reports form 

WHO, it is estimated that about 77 million people 

affected by contaminated water in India and 21% of 

diseases are caused due to it.[5] Due to insufficient 

rainfall and drying up of main reservoirs that supplies 

water, India faces water crisis frequently, hence 

making water one of the most precious and limited 

land resources. Many Organizations including WHO 

and BIS has framed standards for water parameters 
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that can be used to efficiently analyze the quality of 

water. For checking the quality of water, 

conventionally it required to collect water samples 

and send it to the lab for testing which is a tedious 

process. [6] With IoT and Machine Learning 

algorithms it is easy to obtain the sensor values form a 

water sample, monitor and predict the quality of 

water at the comfort of our home. IOT is a buzzing 

technology that allows sensors to transfer data 

between them or to the cloud without the 

intervention of humans. [5]. Water quality index of 

the water, which helps in determining the quality of 

water, can be predicted by the extensive use of 

machine learning regression algorithm. 

 

According to the report from the World Health 

Organization (WHO) [1], there are still over 681 

million people on earth struggling to receive 

sufficient clean water. In DWS systems, water quality 

is a key factor across the whole process, from the 

water source, treatment, and distributed pipelines. 

Prevalent water quality is controlled using a series of 

parameters. They are different from countries or 

regions based on geographical and development 

conditions. Typical water quality parameters can be 

divided into three groups, as physical, chemical and 

biological parameters. To test the parameters in 

practice can take from several minutes to 24 hours. 

The outbreaks of contagious bacteria can be much 

faster than the testing time and therefore cause 

serious threats to people’s health. 

 

In this paper, we address this problem using the data 

analysis method. This becomes feasible thanks to the 

significant improvements in sensing and data analysis 

technologies. To predict the water quality in DWS 

systems. We need to build a model to provide the 

changes in water quality parameters. Because the time 

consumption from computation is much shorter than 

regular tests, we can, therefore, provide early 

warnings to risk detection. There are some trial works 

before in this field. In 2015, Yagur Kroll et al [2] 

introduced some sensors to monitor biological 

parameters. For water quality prediction, Holger et al 

[3] designed an artificial neural network for salinity 

level in an Australian river named Murray. In Iran, 

Orouji et al provided a series of algorithms for 

chemical parameter predictions, such as in [4] [5] [6]. 

Chang et al [7] proposed a framework to predict NH3-

H for Dahan River. However, their works are 

focusing on single water quality parameter prediction, 

without considering the relationship between 

parameters. In addition, geographical and time factors 

are ignored. We propose a EDA model for water 

quality analysis,taking into account parameter, and 

time domains. This model provides a comprehensive 

understanding of DWS systems for water quality 

control. Furthermore, we use a Random Forest 

algorithm to predict these parameters in order to 

provide early warnings in the industrial process and 

decision-making support for corresponding actions. 

 

II. RELATED WORKS 

 

This model is used to predict the quality of the water. 

Data are been collected through sensors and saved in 

excel sheet. The method called Data preprocessing is 

to clean the given raw data. Cleaning provides the 

accurate date. Import and export of these data can be 

done anytime and anywhere. The following steps are 

to be followed. First the necessary libraries such as 

pandas, SCI-KIT learn are imported. And the 

important second step will be, the dataset are been 

converted to .CSV format and been uploaded. The 

dataset is checked for hidden values and if present it 

is filled with mean of the column. 

 

Quality of surface water is a serious factor affecting 

human health and ecological systems. Accurate 

prediction of water quality parameters plays an 

important role in the management of rivers. Thus, 

different methods such as (support vector regression) 

SVR have been employed to predict water quality 

parameters. This paper applies SVR to predict eight 
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water quality parameters including (sodium (Na+), 

potassium (K+), magnesium (Mg+2), sulfates (SO4−2), 

chloride (Cl−), power of hydrogen (pH), electrical 

conductivity (EC), and total dissolved solids (TDS)) at 

the Astane station in Sefidrood River, Iran.  

 

To achieve an efficient SVR model, the SVR 

parameters should be selected carefully. Commonly, 

various techniques such as trial and error, grid search 

and metaheuristic algorithms have been applied to 

estimate these parameters. 

 

Observations: 

 

• Less Improved predictions when compared to 

new proposed system. 

• Slow convergence, easy to fall into the local 

optimal solution and premature convergence. 

• It  is not suitable for large data sets 

 

III. LITERATURE SURVEY 

 

Y. Amit, D. Geman, and K. Wilder, Modeling water-

quality parameters using genetic algorithm–least 

squares support vector regression and genetic 

programming, the modeling and monitoring of water-

quality parameters is necessary because of the ever 

increasing use of water resources and contamination 

caused by sewage disposal. This study employs two 

data-driven methods for modeling water-quality 

parameters. The methods are the least-squares 

support vector regression (LSSVR) and genetic 

programming (GP). Model inputs to the LSSVR 

algorithm and GP were determined using principal 

component analysis (PCA). The coefficients of the 

LSSVR were selected by sensitivity analysis 

employing statistical criteria. The results of the 

sensitivity analysis of the LSSVR showed that its 

accuracy depends strongly on the values of its 

coefficients. The value of the Nash-Sutcliffe (NS) 

statistic was negative for 60% of the combinations of 

coefficients applied in the sensitivity analysis. That is, 

using the mean of a time series would produce a more 

accurate estimate of water-quality parameters than 

the LSSVR method in 60% of the combinations of 

parameters tried. The genetic algorithm (GA) was 

combined with LSSVR to produce the GA-LSSVR 

algorithm with which to achieve improved accuracy 

in modeling water-quality parameters. The GA-

LSSVR algorithm and the GP method were employed 

in 

modeling Na+Na+, K+K+, Mg2+Mg2+, SO2−4SO42−, 

Cl−Cl-, pH, electric conductivity (EC), and total 

dissolved solids (TDS) in the Sefidrood River, Iran. 

The results indicate that the GA-LSSVR algorithm has 

better accuracy for modeling water-quality 

parameters than GP judged by the coefficient of 

determination (R2R2) and the NS criterion. The NS 

static established, however, that the GA-LSSVR and 

GP methods have the capacity to model water-quality 

parameters accurately. 

 

N. Mahmoudi, H. Orouji, and E. Fallah-Mehdipour , 

Integration of shuffled frog leaping algorithm and 

support vector regression for prediction of water 

quality parameters, Quality of surface water is a 

serious factor affecting human health and ecological 

systems. Accurate prediction of water quality 

parameters plays an important role in the 

management of rivers. Thus, different methods such 

as (support vector regression) SVR have been 

employed to predict water quality parameters. This 

paper applies SVR to predict eight water quality 

parameters including (sodium (Na+), potassium (K+), 

magnesium (Mg+2), sulfates (SO4 −2), chloride (Cl−), 

power of hydrogen (pH), electrical conductivity (EC), 

and total dissolved solids (TDS)) at the Astane station 

in Sefidrood River, Iran. To achieve an efficient SVR 

model, the SVR parameters should be selected 

carefully. Commonly, various techniques such as trial 

and error, grid search and metaheuristic algorithms 

have been applied to estimate these parameters. This 

study presents a novel tool for estimation of quality 

parameters by coupling SVR and shuffled frog leaping 
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algorithm (SFLA) . Results of SFLA-SVR compared 

with genetic programming (GP) as a capable method 

in water quality prediction. Using SFLA-SVR, average 

of RMSE for training and testing of six combinations 

of data sets for all of the water quality parameters 

improved 57.4 % relative to GP. These results indicate 

that the new proposed SFLA-SVR tool is more 

efficient and powerful than GP for determining water 

quality parameters.  

 

F.-J. Chang, Y.-H. Tsai, P.-A. Chen, A. Coynel, and G. 

Vachaud, “Modeling water quality in an urban river 

using hydrological factors–data driven approaches”, 

Contrasting seasonal variations occur in river flow 

and water quality as a result of short duration, severe 

intensity storms and typhoons in Taiwan. Sudden 

changes in river flow caused by impending extreme 

events may impose serious degradation on river water 

quality and fateful impacts on ecosystems. Water 

quality is measured in a monthly/quarterly scale, and 

therefore an estimation of water quality in a daily 

scale would be of good help for timely river pollution 

management. This study proposes a systematic 

analysis scheme (SAS) to assess the spatio-temporal 

interrelation of water quality in an urban river and 

construct water quality estimation models using two 

static and one dynamic artificial neural networks 

(ANNs) coupled with the Gamma test (GT) based on 

water quality, hydrological and economic data. The 

Dahan River basin in Taiwan is the study area. 

Ammonia nitrogen (NH3–N) is considered as the 

representative parameter, a correlative indicator in 

judging the contamination level over the study. Key 

factors the most closely related to the representative 

parameter (NH3–N) are extracted by the Gamma test 

for modeling NH3–N concentration, and as a result, 

four hydrological factors (discharge, days w/o 

discharge, water temperature and rainfall) are 

identified as model inputs. The modeling results 

demonstrate that the nonlinear autoregressive with 

exogenous input (NARX) network furnished with 

recurrent connections can accurately estimate NH3–

N concentration with a very high coefficient of 

efficiency value (0.926) and a low RMSE value (0.386 

mg/l). Besides, the NARX network can suitably catch 

peak values that mainly occur in dry periods 

(September–April in the study area), which is 

particularly important to water pollution treatment. 

The proposed SAS suggests a promising approach to 

reliably modeling the spatio-temporal NH3–N 

concentration based solely on hydrological data, 

without using water quality sampling data. It is worth 

noticing that such estimation can be made in a much 

shorter time interval of interest (span from a monthly 

scale to a daily scale) because hydrological data are 

long-term collected in a daily scale. The proposed SAS 

favorably makes NH3–N concentration estimation 

much easier (with only hydrological field sampling) 

and more efficient (in shorter time intervals), which 

can substantially help river managers interpret and 

estimate water quality responses to natural and/or 

manmade pollution in a more effective and timely 

way for river pollution management. 

 

H. Rowley, S. Baluja, and T. Kanade, "Random 

decision forests", Decision trees are attractive 

classifiers due to their high execution speed. But trees 

derived with traditional methods often cannot be 

grown to arbitrary complexity for possible loss of 

generalization accuracy on unseen data. The 

limitation on complexity usually means suboptimal 

accuracy on training data. Following the principles of 

stochastic modeling, we propose a method to 

construct tree-based classifiers whose capacity can be 

arbitrarily expanded for increases in accuracy for both 

training and unseen data. The essence of the method 

is to build multiple trees in randomly selected 

subspaces of the feature space. Trees in, different 

subspaces generalize their classification in 

complementary ways, and their combined 

classification can be monotonically improved. The 

validity of the method is demonstrated through 

experiments on the recognition of handwritten digits. 
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F A Aziz , M Sarosa and E Rohadi, “Monitoring 

system water pH rate, turbidity, and temperature of 

river water ", Water is a substance that is important in 

life after air if it has been polluted by chemicals it is 

very dangerous for living things. The development of 

the industry uses chemicals in a production that 

causes hazardous waste, even though it has been 

reprocessed in the filtering process, if it is less than 

perfect, the water will be polluted if disposed of in the 

river flow. Identification and monitoring measures 

are needed that require media to use a device that 

includes a sensor containing the pH of water that 

comes from the content of acidic substances in water, 

turbidity or the content of solid objects in the water, 

and water temperature. The data collection method 

uses a node MCU microcontroller. Then the data is 

sent via a wireless connection to be stored on the 

database server. Testing to see the results of 

monitoring using an Android application that is 

connected to the server. From the results, it can be 

concluded that the data displayed on the application 

can run smoothly, the value displayed can be seen in 

real-time. 

 

IV. PROPOSED SYSTEM 

 

Water is prime natural resource. In this modern 

environment, fresh water is not available due to 

increase of population, agricultural and industries.  

The quality of water is determined by the physico-

chemical properties of water and micro biological 

characteristics.  

 

The physico-chemical analysis of water samples was 

done my several researchers using by standard 

methods. Water quality prediction is done using 

various data mining techniques. In this research data 

classification techniques are used to study various 

classifiers and to find out most accurate classifier. 

 

 

 

Observations: 

It speeds up the experiment cycle exponentially and 

makes you more productive.  

It will get a working model in no time with very little 

effort.  

It can produce good predictions that can be 

understood easily.  

It can handle large datasets efficiently & provides a 

higher level of accuracy in predicting outcomes over 

the decision tree algorithm 

 

This model is easily extended on these domains. 

Secondly, we use a random forest algorithm to predict 

the most dangerous biological water quality 

parameters based on easily tested physical and 

chemical parameters. For a case study, we applied our 

method in an industrial DWS system in. The results 

show our method is feasible and fulfills the 

requirements from the domain. 

 

Dataset Description: 

The dataset consists of individual data in that there 

are 3277 rows & 10 columns in the dataset, which are 

described below. 

 

1. Ph 

2. Hardness 

3. Solids 

4. Chloramines 

5. Sulfate 

6. Conductivity 

7. Organic_carbon 

8. Trihalomethanes 

9. Turbidity 

10. Potability 

11. Score 

 

Shuffled Frog Leaping Algorithm and Support Vector 

Regression Integration  

 

This study presents a novel tool for estimation of 

quality parameters by coupling SVR and shuffled frog 
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leaping algorithm (SFLA) . Results of SFLA-SVR 

compared with genetic programming (GP) as a 

capable method in water quality prediction. Using 

SFLA-SVR, average of RMSE for training and testing 

of six combinations of data sets for all of the water 

quality parameters improved 57.4 % relative to GP. 

These results indicate that the new proposed SFLA-

SVR tool is more efficient and powerful than GP for 

determining water quality parameters. 

 

Random Forest method using Pycaret  

 

PyCaret is an open-source, low-code machine 

learning library in Python that automates machine 

learning workflows. It is an end-to-end machine 

learning and model management tool that 

exponentially speeds up the experiment cycle and 

makes you more productive which uses sklearn under 

the hood, lets you create and test regression models 

with a few lines of code. It includes a variety of 

algorithms, as well as the ability to plot and do hyper 

parameter tuning which Random forest trees generate 

the classification tree based on the predictor variables. 

First, an analysis on physic chemical properties of 

ground water quality assessment is done in the 

laboratory for all the water samples collected from 

the regions of. Water Quality Index (WQI) values 

were calculated. After, water quality classification is 

determined by using WQI values. By using this 

trained data, Random Forest approach is applied to 

test the water quality whether they are suitable for 

drinking or not. 

 

 
 

Fig 1. Architecture of the work 

 

Python is a high-level, interpreted, interactive and object-oriented scripting language. Python is designed to be 

highly readable. It uses English keywords frequently where as other languages use punctuation, and it has 

fewer syntactical constructions than other languages. 

 

DEVELOPMENT TOOLS 

 

Sample Code segment 

import matplotlib.pyplot as plt 

import pandas as pd 

import seaborn as sns 

import numpy as np 

import plotly.express as px 

from pycaret.classification import * 
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data = pd.read_csv("water_potability.csv") 

data.head() 

data = data.dropna() 

data.isnull().sum() 

plt.figure(figsize=(15, 10)) 

sns.countplot(data.Potability) 

plt.title("Distribution of Unsafe and Safe Water") 

plt.show() 

data = data 

figure = px.histogram(data, x = "ph",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: PH") 

figure.show() 

figure = px.histogram(data, x = "Hardness",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Hardness") 

figure.show() 

figure = px.histogram(data, x = "Solids",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Solids") 

figure.show() 

figure = px.histogram(data, x = "Chloramines",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Chloramines") 

figure.show() 

figure = px.histogram(data, x = "Sulfate",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Sulfate") 

figure.show() 

figure = px.histogram(data, x = "Conductivity",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Conductivity") 

figure.show() 

figure = px.histogram(data, x = "Organic_carbon",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Organic Carbon") 

figure.show() 

figure = px.histogram(data, x = "Trihalomethanes",  

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Trihalomethanes") 

figure.show() 

figure = px.histogram(data, x = "Turbidity",  



Volume 8, Issue 6, November-December-2022 | http://ijsrcseit.com 

Ravindra Changala et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., November-December-2022, 8 (6) : 173-181 

 

 

 

 
189 

                      color = "Potability",  

                      title= "Factors Affecting Water Quality: Turbidity") 

figure.show() 

 

correlation = data.corr() 

correlation["ph"].sort_values(ascending=False) 

clf = setup(data, target = "Potability", silent = True, session_id = 786) 

compare_models() 

 

model = create_model("rf") 

predict = predict_model(model, data=data) 

predict.head() 

 
Table 1. Description of Water data set 
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Fig 2. Show various factors affecting water quality 
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Table 2. Various F1 Score values of data set 

 

 
 

Table 3. Accuracy of the various factors 
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V. CONCLUSION & FUTURE ENHANCEMENTS 

 

Our Solution that addresses water quality problems 

are been discussed in our paper. We have used low 

cost microcontroller and affordable sensors to build 

the system. The Webpage integrated with Thing 

Speak and Machine Learning model was built which 

will help the user to monitor the values as well as 

predicts the quality of the sample water. 

 

Our further research is been done to improve the 

system that will alert the concerned official in case 

the water quality is poor, so that they would take 

necessary actions. The system will also fetch real time 

values from sensors and automatically predict the 

quality without requiring the user to manually enter 

the value. 

 

So this is how you can analyze the quality of water 

and train a machine learning model to classify safe 

and unsafe water for drinking. Access to safe drinking 

water is one of the essential needs of all human 

beings. From a legal point of view, access to drinking 

water is one of the fundamental human rights. Many 

factors affect water quality, it is also one of the major 

research areas in machine learning. 
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