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ABSTRACT 

Development of communication technologies and ecommerce has made the 

credit card as the most common technique of payment for both online and 

regular purchases. So, security in this system is highly expected to prevent fraud 

transactions. Fraud transactions in credit card data transaction are increasing 

each year.  In this direction, researchers are also trying the novel techniques to 

detect and prevent such frauds. However, there is always a need of some 

techniques that should precisely and efficiently detect these frauds. This paper 

proposes a scheme for detecting frauds in credit card data which uses a Neural 

Network (NN) based unsupervised learning technique. Proposed method 

outperforms the existing approaches of Auto Encoder (AE), Local Outlier Factor 

(LOF), Isolation Forest (IF) and K-Means clustering. Proposed NN based fraud 

detection method performs with 99.87% accuracy whereas existing methods AE, 

IF, LOF and K Means gives 97℅, 98℅, 98℅ and 99.75℅ accuracy respectively. 

Keywords : Unsupervised Learning, Anomaly Detection, Fraud Detection, Auto-

Encoder, Credit Card. 

 

I. INTRODUCTION 

 

Falsification of the credit card can be defined as the 

unapproved use of a customer’s card data to create 

purchases or to dismiss funds from the cardholder's 

record. The misconduct extortion starts from the 

credit card when somebody incorrectly acquires the 

number printed on card or the essential records for 

the card to be operated [9,10]. The owner of the card, 

the agent by whom card is issued and even guarantor 

of a card might not be informed of the fraud until the 

record is used to create purchases. As shopping 

through internet-based applications and paying bills 

online has been come into practice, there is no longer 

requirement of a physical card to create purchases.  

Fraud detection in online shopping systems is the 

hottest topic nowadays. Fraud investigators, banking 

systems, and electronic payment systems such as 

PayPal must have an efficient and complex fraud 

detection system to prevent fraud activities that 

change rapidly. According to a Cyber Source report 

from 2017, the present fraud loss by order channel, 

that is, the percentage of fraud loss in their web store 

was 74 percent and 49 percent in their mobile 

channels. Based on this information, the lesson is  
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to determine anomalies across patterns of fraud 

behavior that have undergone change relative to the 

past. 

The rising of E-commerce business has resulted in a 

gentle growth within the usage of credit cards for 

online transactions and purchases. With the rise in 

the usage of credit cards, the number of fraud cases 

has also been doubled. Credit card frauds are those 

which are done with an intention to gain money in a 

deceptive manner without the knowledge of the 

cardholder. 

 

II. RELATED WORKS 

 

Credit Card Fraud Detection using Classification: 

Nowadays online transactions have grown in large 

quantities. Among them, online credit card 

transactions hold a huge share. Therefore, there is 

much need for credit card fraud detection 

applications in bans and financial business. Credit 

card fraud purposes may be to obtain goods without 

paying or to obtain unauthorized funds from an 

account. With the demand for money credit card 

fraud events became common. This results in a huge 

loss in finances to the cardholder. 

Detection of Fraudulent Sellers in Online 

Marketplaces using Support Vector Machine 

Approach: The amount of money spent on e-

commerce globally has steadily increased over the 

years, reflecting a clear change in customer interest 

away from brick-and-mortar stores and toward online 

retailers. Online marketplaces have emerged as one of 

the major forces driving this expansion in recent years. 

In-depth research is being done on fraudulent e-

commerce buyers and their transactions, and various 

control and prevention measures are being considered. 

Merchant fraud refers to another type of fraud that 

occurs in marketplaces on the seller side. One 

straightforward example of this kind of fraud is the 

sale of goods or services at low prices but with no 

guarantee of delivery. This study makes an effort to 

provide a framework using machine learning methods 

to identify such dishonest merchants. 

Fraud Detection using Machine Learning in e-

Commerce: The volume of internet users is 

increasingly causing transactions on e-commerce to 

increase as well. We observe the quantity of fraud on 

online transactions is increasing too. Fraud 

prevention in e-commerce shall be developed using 

machine learning, this work to analyze the suitable 

machine learning algorithm, the algorithm to be used 

is the Decision Tree, Naive Bayes, Random Forest, 

and Neural Network. Result of evaluation using 

confusion matrix achieve the highest accuracy of the 

neural network by 96 percent, random forest is 95 

percent, Naïve Bayes is 95 percent, and Decision tree 

is 91 percent. Synthetic Minority Over-sampling 

Technique (SMOTE) is able to increase the average of 

F1-Score from 67.9 percent to 94.5 percent and the 

average of G-Mean from 73.5 percent to 84.6 percent. 

Fraud Detection in Credit Card Data using 

Unsupervised Machine Learning Based Scheme: 

Development of communication technologies and e-

commerce has made the credit card as the most 

common technique of payment for both online and 

regular purchases. So, security in this system is highly 

expected to prevent fraud transactions. Fraud 

transactions in credit card data transaction are 

increasing each year. In this direction, researchers are 

also trying the novel techniques to detect and prevent 

such frauds. However, there is always a need of some 

techniques that should precisely and efficiently detect 

these frauds. This paper proposes a scheme for 

detecting frauds in credit card data which uses a 

Neural Network (NN) based unsupervised learning 

technique. Proposed method outperforms the existing 

approaches of Auto Encoder (AE), Local Outlier 

Factor (LOF), Isolation Forest (IF) and K-Means 

clustering. Proposed NN based fraud detection 

method performs with 99.87% accuracy whereas 

existing methods AE, IF, LOF and K Means gives 97%, 

98%, 98% and 99.75% accuracy respectively. 
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III. METHODOLOGY 

Proposed system: 

We propose this system to investigate a problem of 

whether it is valuable or not to use machine learning 

techniques to detect whether the credit card is fraud 

or not fraud using Neural Networks. 

 
Figure 1: Block diagram 

 

IV. IMPLEMENTATION 

 

The project has implemented by using below listed 

algorithm. 

K Means Clustering: 

There is an algorithm that tries to minimize the 

distance of the points in a cluster with their centroid 

– the k-means clustering technique. 

The main objective of the K-Means algorithm is to 

minimize the sum of distances between the points 

and their respective cluster centroid. 

 

•  Choose the number of clusters k. 

• Select k random points from the data as centroids. 

• Assign all the points to the closest cluster centroid. 

• Recompute the centroids of newly formed 

clusters. 

• Repeat steps 3 and 4. 

Local Outlier Factor: 

• The method known as the local outlier factor 

(LOF) locates any outliers in the dataset. 

• The average reachability distance of A from its 

neighbours is inversed by LRD. According to the 

LRD formula, less density of points is present 

surrounding a given point when the average 

reachability distance is greater (i.e., the 

neighbours are farther away from the point). This 

displays the separation between a point and the 

closest group of points. The nearest cluster is likely 

far from the point if LRD values are low. 

• To compare the LRD of each point to the average 

LRD of its K neighbours. The average LRD of A's 

K neighbours is divided by A's LRD to determine 

the LOF. 

• It makes intuitive sense that the ratio of average 

LRD of neighbours is nearly equal to the LRD of a 

point if the point is not an outlier (inlier) (because 

the density of a point and its neighbours are 

roughly equal). In such situation, LOF is roughly 

equal to 1. The LRD of a point, on the other hand, 

is lower than the average LRD of neighbours if 

the point is an outlier. LOF value will thereafter 

be high. 

• In general, LOF > 1 is regarded as an oddity, but 

this isn't always the case. If we take the maximum 

LOF value among all the LOF values and apply it 

to the point corresponding to the maximum LOF 

value, we will know that there is only one outlier 

in the data. 

Isolation Factor: 

• It is a tree-based algorithm, built around the 

theory of decision trees and random forests. 

When presented with a dataset, the algorithm 

splits the data into two parts based on a random 

threshold value. This process continues 

recursively until each data point is isolated. Once 

the algorithm runs through the whole data, it 

filters the data points which took fewer steps than 

others to be isolated. Isolation Forest in sklearn is 

part of the Ensemble model class, it returns the 
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anomaly score of each instance to measure 

abnormality. 

• In most unsupervised methods, “normal” data 

points are first profiled and anomalies are 

reported if they do not resemble that profile. 

Isolation forest, on the other hand, takes a 

different approach; it isolates anomalous data 

points explicitly. 

• It is important to mention that Isolation Forest is 

an unsupervised machine learning algorithm. 

Meaning, there is no actual “training” or 

“learning” involved in the process and there is no 

pre-determined labeling of “outlier” or “not-

outlier” in the dataset. So there is no accuracy test 

in the conventional machine learning sense. 

• Using the Isolation Forest algorithm, the isolation 

forest algorithm gives the anomaly score for each 

sample. 

• By picking a feature at random, followed by a 

split value between the maximum and minimum 

values of that feature, the Isolation Forest 

"isolates" observations. 

• The number of splits necessary to isolate a sample 

is equal to the path length from the root node to 

the ending node since recursive partitioning may 

be represented by a tree structure. 

• For anomalies, random partitioning results in 

considerably shorter pathways. 

• Therefore, shorter path lengths for specific 

samples produced by a forest of random trees are 

quite likely to be anomalies. 

Auto Encoders: 

• Auto encoders are a specific type of feed forward 

neural networks where the input is the same as 

the output. They compress the input into a lower-

dimensional code and then reconstruct the output 

from this representation. The code is a compact 

“summary” or “compression” of the input, also 

called the latent-space representation. 

• An auto encoder consists of 3 components: 

encoder, code and decoder. The encoder 

compresses the input and produces the code, the 

decoder then reconstructs the input only using 

this code. 

• Auto encoders are mainly a dimensionality 

reduction (or compression) algorithm with a 

couple of important properties: 

• Data-specific: Auto encoders are only able to 

meaningfully compress data similar to what they 

have been trained on. Since they learn features 

specific for the given training data, they are 

different than a standard data compression 

algorithm like gzip. So we can’t expect an auto 

encoder trained on handwritten digits to 

compress landscape photos. 

• Lossy: The output of the auto encoder will not be 

exactly the same as the input, it will be a close but 

degraded representation. If you want lossless 

compression they are not the way to go. 

• Unsupervised: To train an auto encoder we don’t 

need to do anything fancy, just throw the raw 

input data at it. Auto encoders are considered an 

unsupervised learning technique since they don’t 

need explicit labels to train on. But to be more 

precise they are self-supervised because they 

generate their own labels from the training data. 

Neural Networks: 

• A neural network is a series of algorithms that 

endeavors to recognize underlying relationships 

in a set of data through a process that mimics the 

way the human brain operates. Neural Networks 

are used for solving many business problems such 

as sales forecasting, customer research, data 

validation, and risk management. It is neurally 

implemented mathematical model. It contains 

huge number of interconnected processing 

elements called neurons to do all operations. 

Information stored in the neurons are basically 

the weighted linkage of neurons. 
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• Neural networks are a collection of algorithms 

that are made to identify patterns and are loosely 

based on the human brain. They label or group 

raw input to interpret sensory data using a form 

of machine perception. All real-world data, 

including pictures, sounds, texts, and time series, 

must be transformed into vectors in order for 

them to identify the patterns that they do. 

• Neural networks assist us in classifying and 

clustering. They may be viewed as a layer of 

grouping and classification on top of the data you 

manage and store. They aid in organising 

unlabeled data into groups based on similarities 

between example inputs, and when given a 

labelled training set, they categorise data. (You 

may think of deep neural networks as parts of 

broader machine-learning systems incorporating 

algorithms for reinforcement learning, 

classification, and regression since neural 

networks can also extract features that are 

supplied to other algorithms for clustering and 

classification). 

AdaBoost: 
 

• The AdaBoost algorithm, also known as adaptive 

boosting, is a boosting method used in machine 

learning as an ensemble method. The weights are 

redistributed to each instance, with larger weights 

being given to instances that were mistakenly 

categorized, thus the name "adaptive boosting." 

For supervised learning, boosting is used to lower 

bias and variance. It operates under the premise 

that students advance in stages. Each student after 

the first is developed from a prior learner, with 

the exception of the first. Simply said, weak 

students are transformed into strong ones. Similar 

in concept to boosting, the AdaBoost method 

differs somewhat from it. Let's go through this 

distinction in more depth. 

 

• Let's first talk how how boosting functions. 

During the data training phase, 'n' decision trees 

are created. The improperly categorised record in 

the first model is given precedence when the first 

decision tree or model is constructed. Only these 

records are supplied as input for the second 

model. The procedure continues until we decide 

how many base learners to create. Repetition of 

recordings is permitted with all boosting 

procedures, keep in mind. 

 

• This graphic demonstrates how the first model is 

created and how the algorithm identifies faults in 

the first model. The improperly categorized 

record is utilized as input for the next model. Up 

until the given condition is fulfilled, this process 

is repeated. The graphic shows that by using the 

mistakes from the previous model, 'n' other 

models were created. Boosting functions in this 

way. Decision trees are separate models that 

include models 1, 2, 3, and N. Every boosting 

model operates according to the same basic idea.  

 

• The AdaBoost algorithm will be simple to grasp 

given that we are familiar with the boosting idea. 

Let's see how AdaBoost functions. The algorithm 

creates 'n' trees when the random forest is 

employed. It creates correct trees with a start 

node and many leaf nodes. Although some trees 

may be larger than others, a random forest has no 

set depth. But with AdaBoost, the algorithm only 

creates a Stump node, which has two leaves. 

 

• This figure depicts the stump. It is obvious that 

there is only one node with two leaves. These 

stumps are poor students, and boosting methods 

favour this. In AdaBoost, the order of the stumps 

matters a lot. The initial stump's mistake affects 

how subsequent ones are created. An illustration 

will help you comprehend this.  
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• The output in this sample dataset, which only 

contains three characteristics, is categorical. The 

dataset is actually represented in the image. 

Because of the output's binary/categorical nature, 

it is now a classification issue. In reality, the 

dataset may contain any number of characteristics 

and records. For the purposes of explanation, let's 

look at 5 datasets. The result is categorical and is 

shown below as Yes or No. A sample weight will 

be given to each of these records. The formula 

utilised for this is ‘W=1/N’ where N is the number 

of records. Since there are only 5 entries in this 

dataset, the sample weight is initially set at 1. The 

weight of each record is the same. This time, it is 

1/5.  

 

• Discover the AdaBoost Model from Data 

• Ada Boosting, which is based on binary 

classification issues, is best utilised to improve the 

performance of decision trees. 

• The author first referred to AdaBoost as 

AdaBoost.M1. Discrete Ada Boost is a more 

modern name for it. Due to the fact that 

categorization rather than regression is the 

intended application. 

• Any machine learning algorithm's performance 

may be improved with AdaBoost. It works best 

with reluctant students. 

 

V. Results and Discussion 

 

The following screenshots are depicted the flow and 

working process of project. 

Data Loading: This is the page having dataset of credit 

card fraud detection using machine learning. 

 

Information about Dataset: Here we can see the 

information about dataset. 

 
Local Outlier Factor Model Building: This is the for 

model building with local outlier factor. 

 
Classification Report: Here we can see the 

classification result for local outlier factor. 

 
Isolation Forest Model Building: This is the for model 

building with Isolation forest. 
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Classification Report: Here we can see the 

classification result for isolation forest. 

 
K-Means Model Building: This is the for model 

building with K-Means clustering. 

  

Classification Report: Here we can see the 

classification result for K-Means clustering. 

 
Auto Encoders: This is the for model building with 

auto encoders. 

 

 

 
Classification Report: Here we can see the 

classification result for auto encoder. 

 
Neural Networks: This is the for model building with 

neural networks. 

 
Classification Report: Here we can see the 

classification result for neural networks. 
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VI. Conclusion 

In this application, we have successfully created 

unsupervised ML models to detect whether the credit 

card is fraud or not fraud. We noticed that out of 

Local Outlier Factor, Isolation Forest, K-Means 

Clustering, Neural Networks and Auto Encoders  

Neural Networks performs well with accuracy score 

of 99% and precision and recall scores of 85%. 
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