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ABSTRACT 

Day by day the cases of heart diseases are increasing at a rapid rate and it’s very 

Important and concerning to predict any such diseases beforehand. This 

diagnosis is a difficult task i.e. it should be performed precisely and efficiently. 

The research paper mainly focuses on which patient is more likely to have a 

heart disease based on various medical attributes. We prepared a heart disease 

prediction system to predict whether the patient is likely to be diagnosed with a 

heart disease or not using the medical history of the patient. We used different 

algorithms of machine learning such as logistic regression and KNN to predict 

and classify the patient with heart disease. A quite Helpful approach was used to 

regulate how the model can be used to improve the accuracy of prediction of  

Attack in any individual. The strength of the proposed model was quiet 

satisfying and was able to predict evidence of having a heart disease in a 

particular individual by using KNN and Logistic Regression which showed a 

good accuracy in comparison to the previously used classifier such as naive bayes 

etc. So a quiet significant amount of pressure has been lift off by using the given 

model in finding the probability of the classifier to correctly and accurately 

identify the heart disease. The Given heart disease prediction system enhances 

medical care and reduces the cost. This project gives us significant knowledge 

that can help us predict the patients with heart disease It is implemented on 

the .pynb format 

Keywords : Heart Disease, KNN 

 

I. INTRODUCTION 

 

“Machine Learning is a way of Manipulating and 

extraction of implicit, previously unknown/known 

and potential useful information about data” [1]. 

Machine Learning is a very vast and diverse field and 

its scope and implementation is increasing day by day. 

Machine learning Incorporates various classifiers of 

Supervised, Unsupervised and Ensemble Learning 

which are used to predict and Find the Accuracy of 

the given dataset. We can use that knowledge in our 

project of HDPS as it will help a lot of people. The 

objective of this project is to check whether the 

patient is likely to be diagnosed with any 

cardiovascular heart diseases based on their medical 

attributes such as gender, age, chest pain, fasting sugar 

level, etc. A dataset is selected from the UCI 

repository with patient’s medical history and 
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attributes. By using this dataset, we predict whether 

the patient can have a heart disease or not. To predict 

this, we use 14 medical attributes of a patient and 

classify him if the patient is likely to have a heart 

disease. These medical attributes are trained under 

three algorithms: Logistic regression, KNN and 

Random Forest Classifier. Most efficient of these 

algorithms is KNN which gives us the accuracy of 

88.52%. And, finally we classify patients that are at 

risk of getting a heart disease or not and also this 

method is totally cost efficient. 

 

II. LITERATURE REVIEW 

 

As opposed to classical ML, which depends 

exclusively on the loss of accuracy of the model, the 

author of paper [1] offered a model with a superior 

approach that gains more accuracy and confidence. 

We tested our methodology using the Pima Indian 

Diabetes dataset (PIDD) and breast cancer, and with 

ensemble learning, we grow confident in the 

dependability of our models. For a very long time, the 

diagnosis of any disease has relied heavily on the 

prediction and early detection of diseases. Algorithms 

for machine learning (ML) have shown to be quite 

effective at identifying diseases and making 

healthcare decisions. Even though the majority of ML 

algorithms had outstanding accuracy, domain 

adaptability and resilience remain major issues. [1] 

While certain algorithms do well on some datasets, 

they struggle on others. Updated ML algorithms are 

required since the performance of these algorithms 

can frequently alter in the future due to data variance. 

In paper [2], the author suggests a methodology for 

predicting HD and T2D in chronic diseases. The 

outlier identification method for the proposed study 

was random forest mixed with DBSCAN, while the 

data balancing method was SMOTE-ENN. The model 

was developed using three HD datasets (Statlog and 

Cleveland) and one T2D dataset (NHIS Korea), and 

the output was compared with several machine 

learning (ML) algorithms, such as GNB, LR, MLP, DT, 

and SVM. In this study, k-fold (10) cross-validation 

and a number of performance metrics, such as 

accuracy, precision, f-measure, and recall, are used to 

assess the model's performance. The accuracy rates for 

the Statlog HD dataset, Cleveland HD dataset, and 

NHIS T2D dataset for the model we suggested are, 

respectively, 97.63%, 97.69%, and 94.85%, 

outperforming other classification algorithms and 

earlier studies. When the state of HD and T2D are 

recognised, using the proposed model could raise the 

likelihood that the worst case scenario would be 

avoided and assist people in acting swiftly and 

precisely. The leading chronic disease and leading 

cause of disability and death globally is heart disease 

(HD). Along with HD, type 2 diabetes (T2D) is one of 

the most fatal illnesses that can have catastrophic 

effects if undiagnosed and mistreated. The best 

methods to prevent HD and T2D are HD and T2D 

predictions. In order to assist people in avoiding the 

worst situations, early HD and T2D predictions are 

crucial. 

 

In a paper [3], the author conducted a comparative 

examination of the models based on different 

performance criteria (accuracy, precision, and recall). 

Last but not least, ensemble learning is utilised to 

predict death from HF with a 90% success rate, as 

demonstrated by test data. High blood pressure in the 

body's arteries characterises the chronic disease 

known as hypertension. The effect is that the heart 

must work harder to maintain the body's regular 

blood flow. It is a major contributor to future fatal 

and non-cardiovascular illnesses, stroke, and renal 

failure risk factors. The long-term risk of older 

participants (over 50 years old) receiving a 

hypertension diagnosis is predicted using machine 

learning (ML) in this article[3]. Our goal is to develop 

models that are highly sensitive to recognising 

individuals who are at risk so that, after the 

appropriate actions, hypertension won't develop or 

manifest itself in the future. The proposed technique 

compares two ML models (Decision Tree and Naive 
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Bayes) based on Precision, Recall, F-Measure, 

Accuracy, and Area Under Curve. Two different class 

balancing strategies are also taken into consideration 

(AUC). 

In Paper [4], multiple machine learning (ML)-based 

methods are used to a dataset of heart disease to 

forecast the mortality of HF patients. In India as well 

as the rest of the globe, 17.9 million fatalities every 

year account for 31% of all deaths. One of the most 

fatal diseases that is frequently brought on by CVDs is 

HF. It is essential in medicine to make the right 

decisions quickly when treating patients. Given the 

enormous amount of data that the healthcare industry 

generates [4], ML systems are crucial for predicting 

CVD. 

The dataset, used in paper [5] which consists of 303 

rows and 14 attributes, is from Kaggle. Logistic 

Regression, NB, K-NN, SVM, Multi-Layer 

Perceptrons, Artificial Neural Networks, Decision 

Tree, Random Forest, XG Boost, and Cat Boost are the 

algorithms utilised in the model. According to WHO 

statistics, cardiac disorders are responsible for close to 

1 crore 20 million deaths annually. Heart disease and 

cardiovascular illness have historically had a 

significant impact on the medical sector, making 

them extremely dangerous and widespread. Although 

it would take a lot of expertise and time, it is not 

possible to forecast cardiac problems or CD or to 

monitor a patient around-the-clock. [5]Heart disease 

diagnosis and treatment are highly difficult, especially 

in developing or underdeveloped nations. Inadequate 

medical care or a delay in treatment of a disease can 

also result in a person's death. Researchers frequently 

use the wealth of data from the medical sector to 

create new science and technologies aimed at 

reducing the number of heart-related deaths. There 

are numerous data mining and machine learning 

approaches and algorithms that can be used to 

retrieve data from databases and use that data to 

forecast cardiac problems with high accuracy. 

 

 

The author of paper [6] suggested a model that can 

assist physicians in determining a patient's current 

heart disease condition. As a result, by starting early 

therapy, heart disease-related mortality can be 

avoided. The most common cause of death in the 

world is cardiovascular disease (CVD). Based on 

clinical data, a machine learning (ML) system can 

predict CVD in the early stages to reduce death rates. 

Numerous studies have recently used various machine 

learning techniques to detect CVD or determine the 

severity of the patient's condition. Despite the 

positive outcomes of these studies, none of them 

concentrated on using optimization techniques to 

enhance the ML model's performance for CVD 

detection and severity-level classification. The 

Synthetic Minority Oversampling Technique 

(SMOTE), six different ML classifiers to determine 

the patient's status, and Hyperparameter 

Optimization (HPO) to determine the ideal 

hyperparameter for ML classifier in conjunction with 

SMOTE are all used in this study to provide an 

efficient method for handling the imbalance 

distribution issue. [7] The model with all features was 

constructed and tested on two open datasets. The 

findings demonstrate that SMOTE and Extra Trees 

(ET) optimised utilising hyperband exceeded state-of-

the-art studies by obtaining 99.2% and 98.52% in 

CVD detection, respectively, outperforming other 

models. Additionally, utilising the Cleveland dataset, 

the created model converged to a severity 

classification accuracy of 95.73%. 

 As part of  investigation, in paper [7]  also looked for 

relationships between the different database variables 

in order to use those relationships to forecast the 

likelihood of developing heart disease. As a decision 

support system, this model might be helpful to the 

medical personnel at their clinic. Cardiovascular 

problems are becoming more prevalent, according to 

a recent WHO research. As a result, we can deduce 

that around 17.9 million people pass away each year. 

Early diagnosis and treatment are becoming more and 

more challenging as the population grows. But thanks 
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to recent technological developments, machine 

learning methods have sped up the health sector's 

research. Therefore, the aim of this study is to build 

an ML model for heart disease prediction based on 

related parameters. 

 

Different machine learning methods, including 

decision trees, K-Nearest Neighbor, and AdaBoost, are 

utilised in Paper [9]. Predicting the sickness is the 

main objective of this research. The accuracy of each 

algorithm is assessed when it has been fully 

implemented. The Kaggle website offers a free 

download of the dataset. The heart is an essential part 

of all living things. The most lethal disorder in the 

world is heart disease, which occurs when the heart is 

unable to deliver enough blood to other parts of the 

body. Heart-related disease prediction and diagnosis 

demand better precision and accuracy because even a 

slight error could result in exhaustion or even death. 

Heart-related deaths occur often, and the rate of 

occurrence is rising. The old approach of detecting 

heart disease is not widely regarded as being accurate. 

It is essential to establish a predictive system to 

increase awareness of illnesses in order to address the 

problem. Artificial intelligence (AIdiscipline )'s of 

machine learning provides a famous service to 

forecast all kinds of events using training data from 

observed natural phenomena. 

 

 

In this [10], the author suggests and executes a cost-

effective and cheap ML model that can, given a 

patient's clinical record, determine early on whether 

they have heart disease or not. The proposed model, 

which uses the Cleveland dataset, combines many 

machine learning (ML) classifiers, including K-

Nearest Neighbors (KNN), Random Forest (RF), 

Decision Tree (DT), Logistic Regression (LR), Support 

Vector Machine (SVM), and Naive Bayes (NB). The 

model uses data preparation techniques such feature 

extraction, standardisation, and classification. In this 

study, it is found that, when compared to all other 

classifiers including the Decision Tree, the Nave 

Bayes classifier provides the best prediction with an 

accuracy of 86.88%. 

 

The author of study [11] took heart illness into 

account for experiments, and experimental evaluation 

determined the forecast for classification categories. 

The mean test score (m) is 20 when the number of 

decision trees (M) with samples (MS), leaf nodes (ML), 

and learning rate (I) are calculated as MS=20, ML=3, 

and I=0.1. Health conditions have become severely 

damaging to human life as a result of various 

dehydrated foods and disruptions to the workplace 

environment. For the major purposes of deterrent, 

recognition, and treatment, accurate disease 

prediction and diagnosis becomes a more important 

and difficult issue. We therefore presented the 

Medical Things (MT) and machine learning models 

based on the aforementioned difficulties to address 

the healthcare issues with suitable services in disease 

supervision, forecasting, and diagnostics. We created 

a prediction framework using machine learning 

techniques to obtain various classification groups for 

diseases that were anticipated. To reduce the 

complexity of the data, the framework was created 

using a decision tree and a fuzzy model. 

 

Heart disease is currently the leading contributor to 

fatalities. Although early detection of cardiac illness 

can save lives, if the diagnosis is made too late, it 

could result in fatalities. Early heart disease diagnosis 

is an extremely challenging endeavour. The earlier 

forecast reveals the patient's heart state so that 

effective treatment can be given. Machine learning 

(ML) techniques can be used to resolve difficult and 

nonlinear situations. [12] Various machine learning 

(ML) techniques can be combined to improve 

categorization and prediction accuracy (ensemble 

models). These include K-Nearest Neighbor, Random 

Forest, and Decision Tree. ML approaches have been 

used for ensemble models. The ensemble model 

makes a prediction using the majority voting method. 
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The study of machine learning is essential for modern 

computer scientists. A crucial link exists between 

artificial intelligence and machine learning-based 

research. This study's authors employed machine 

learning to evaluate a person's likelihood of having 

cardiac illness. Cardiovascular diseases (CVDs) are 

common and are the leading cause of death 

worldwide. By taking into account certain indicators 

like chest discomfort, cholesterol levels, age, and 

other parameters, machine learning may be used to 

identify whether a person has a cardiovascular disease. 

Cardiovascular disease diagnostics can be made simple 

using classification algorithms based on supervised 

learning, a type of machine learning. Algorithms like 

K-Nearest Neighbor (KNN), Random Forest, Logistic 

Regression, Decision Tree Classifier, SVM, Naive 

Bayes, and Gradient Boosting Classifier are used to 

categorise people with heart disease. The supervised 

machine learning methods K-Nearest Neighbor (K-

NN) and Random Forest are extensively used in this 

research. 

 

III. Methodology 

 

Various machine learning algorithms are analysed in 

this paper, including K nearest neighbours (KNN), 

logistic regression, and random forest classifiers, 

which can help practitioners or medical analysts 

diagnose heart disease accurately. This paperwork 

entails looking over journals, papers that have been 

published, and recent cardiovascular disease statistics. 

The proposed model has a framework provided by 

methodology [13]. The methodology is a procedure 

that involves stages that convert provided data into 

acknowledged data patterns for the consumers' 

awareness. The proposed methodology (Figure 1) 

consists of three steps: data collection in the first stage, 

substantial value extraction in the second stage, and 

data exploration in the third stage of pre-processing. 

Depending on the algorithms utilised, data pre-

processing addresses missing values, data cleaning, 

and normalisation [13]. Pre-processed data are then 

classified using a classifier. The classifiers employed in 

the proposed model are KNN, Logistic Regression, 

and Random Forest Classifier. The suggested model is 

then put into practise, and its accuracy and 

performance are assessed using a variety of 

performance indicators. Using several classifiers, an 

efficient Heart Disease Prediction System (EHDPS) 

has been created in this model. For prediction, this 

model incorporates 13 medical variables, including 

age, sex, blood pressure, cholesterol, blood sugar 

during fasting, and chest pain [13s]. 

 
 

Figure 1: Proposed Model [13] 

 

IV. Simulation and Result 

 

In a simulation and result the data set from kengle 

website has been taken. Simulation has been done on 

Jupiter notebook. From these results we can see that 

although most of the researchers are using different 

algorithms such as SVC, Decision tree for the 

detection of patients diagnosed with Heart disease, 

KNN, Random Forest Classifier and Logistic 

regression yield a better result to out rule them [23]. 

The algorithms that we used are more accurate, saves 

a lot of money i.e. it is cost efficient and faster than 

the algorithms that the previous researchers used. 

Moreover, the maximum accuracy obtained by KNN 

and Logistic Regression are equal to 88.5% which is 

greater or almost equal to accuracies obtained from 
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previous researches. So, we summarize that our 

accuracy is improved due to the increased medical 

attributes that we used from the dataset we took. Our 

project also tells us that Logistic Regression and KNN 

outperforms Random Forest Classifier in the 

prediction of the patient diagnosed with a heart 

Disease. This proves that KNN and Logistic 

Regression are better in diagnosis of a heart disease. 

The following ‘figure 2’, ‘figure 3’, ‘shows a plot of the 

number of Different feature of data set and  patients 

that are been segregated and predicted by the 

classifier depending upon the age group, Resting 

Blood Pressure, Sex, Chest Pain:   

 
Figure 2 : Different Features of Data  Set ( Graph 

representation) 

 

 

 

 
Figure 3 : Heart disease Prediction on Basis of Age 

and Sex 

 

V. CONCLUSION AND FUTURE WORK 

 

Three ML classification modelling techniques have 

been used to create a model for the detection of 

cardiovascular disease. By extracting the patient 

medical history that results in a fatal heart illness 

from a dataset that contains patients' medical history 

such as chest pain, sugar level, blood pressure, etc., 

this method predicts persons with cardiovascular 

disease. Based on clinical information about a 

patient's prior heart disease diagnosis, this heart 

disease detection system helps the patient. The 

proposed model was constructed using the methods of 

KNN, Random Forest Classifier, and Logistic 

Regression [22]. Our model has an accuracy rate of 

87.5%. The likelihood that the model will correctly 

identify whether a specific person has heart disease or 

not increases with the use of more training data [9]. 

These computer-assisted tools allow us to anticipate 

the patient quickly, more accurately, and at a 

significantly lower cost. We can work with a variety 

of medical databases since machine learning 

techniques are more advanced and can anticipate 

outcomes better than humans, benefiting both 

patients and medical professionals. As a result, our 

research aids in the prediction of patients who are 

diagnosed with heart problems by cleaning the 

dataset and using logistic regression and KNN to 

achieve an accuracy of an average of 87.5% on our 

model, which is better than the prior models' 

accuracy of 85%. Additionally, it is established that 

KNN's accuracy of 88.52% is the greatest of the three 
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methods we utilised. According to "Figure 6," 44% of 

those reported in the dataset have cardiac disease. 
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