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ABSTRACT 

Big Data has fascinated a lot of concentration from academia, industry as well as 

government sectors. We are living in an era when a dangerous amount of data is 

being generated every day. Data is produced through many sources like 

commerce processes, transactions, social networking sites, web servers, etc. and 

leftovers in well thought-out as well as shapeless form. Processing and extracting 

a vast amount is data is a demanding task. Big Data refers to technologies and 

initiatives that grip data that is too diverse, fast- altering or enormous for 

conservative technologies, skills and infrastructure to address efficiently. Big 

Data size is continually moving target currently ranging from few dozen 

terabytes to many petabytes in a single data sets. Accurateness in big data may 

escort to more positive managerial. And better decisions can mean greater 

functioning efficiency, cost reductions and reduced hazard. 

Big Data is the newest trend in business and IT world right now. Big Data is 

derived from the datasets involved are so bulky that distinctive database systems 

are not able to store and analyse the datasets. Big Data is a well-liked term used 

to describe the exponential growth and availability of data, both structured and 

unstructured. Big Data is defined as the depiction of the progress of human being 

cognitive processes, regularly includes data set with sizes further than the 

capability of present technology, mode and hypothesis to capture, manage, and 

process the data within adequate elapsed time. The terms imply Big Data have 

following properties 

Keywords : Big Data, Data Analytics, Algorithm and Coding Approach. 

 

I. INTRODUCTION 

 

Big data comes and is composed through electronics 

operations from multiple sources. 

  

It requires proper processing power and high 

capabilities for analysis [9]. 

 

The importance of big data lies in the analytical use 

which can help generate an informed decision to 

provide better and faster services [10]. 

http://ijsrcseit.com/
http://ijsrcseit.com/
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 The term big data is called on the huge amount of 

high-speed big data of different types; this data 

cannot be processed and stored in regular computers. 

The main characteristics of big data, called V's 5 As in 

Figure 1 , can be summed up in the fact that the issue 

is not only about the volume of data, other 

dimensions of big data, known as 'five Vs', are as 

follows : 

 

1.2.1. Volume 

It represents the amount of data produced from 

multiple sources which show the huge data in 

numbers by zeta bytes.The volume is most evident 

dimension in what concerns to big data. 

 

1.2.2. Variety 

It represents data types, with, increasing the number 

of Internet users everywhere, smart phones and social 

networks users, the familiar form of data has changed 

from structured data in databases to unstructured data 

that includes a large number of formats such as 

images, audio and video clips, SMS, and GPS data [11] 

 

1.2.3. Velocity 

It represents the speed of data frequency from 

different sources, that is, the speed of data production 

such as Twitter and Face book. 

The huge increase in data volume and their frequency 

dictates the need for a system that ensures super-

speed data analysis. 

 

1.2.4. Veracity 

It represents the quality of the data, it shows the 

accuracy of the data and the confidence in the data 

content. 

  

The quality of the data captured can vary greatly, 

which affects the accuracy of analysis. 

Although there is wide agreement on the potential 

value of big data, the data is almost worthless if it is 

not accurate [12] 

 

1.2.5. Value 

It shows the importance of data after analysis. This is 

due to the fact that the data on its own is almost 

worthless. The value lies in careful analysis of the 

exact data, the information and ideas it provides. 

The value is the final stage that comes after processing 

volume, velocity, variety, contrast, validity and 

visualization [13]. There have been numerous 

revisions to the big data until they reached (7 v) [14]. 

In this paper, based on the relationship between cloud 

computing and big data, will suggest a new term, 

virtualization, which virtually represents the data 

structure is by default. The virtualization of big data is 

a process that focuses on creating virtual structures 

for big data systems. 

 

 
Fig1. Type of Big Data 

 

1.2. Why Big Data 

  

Big data is used to characterize structured and 

unstructured data in a standard manner. Though Big 

Data can agreement with the various types of 

organized and unorganized applications activities and 

channels such as emails, tweeter, web logs, Facebook 

etc. The main technical hitches with big data include 

capture, storage, search, sharing, analysing, and 

visualization. The core of Big Data is Hadoop which is 

platform for distributing computing problems across 

number of servers. Hadoop Map Reduce involves 

distributing a dataset amongst numerous servers and 

operating on data: the “map” stage. The biased stage is 

then recombined: the “reduce” stage. Technologies 
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today not only carry collection of data, but also help 

in utilizing such amount of data successfully. [2] 

Before using Big Data we depend on database to store 

up our data. But a single database technology cannot 

make happy the need of every organization. This can 

be factual in terms of multi-structured data and that is 

why various applications are using Big Data 

technology now a days because with this we 

arrangement with a large volume of data. Web- 

persistent companies such as Google, Yahoo & 

Amazon are totally dependent on Big Data these 

companies have significant volume of information to 

index and analyse is the instance of optimized 

solutions. These companies have located its systems 

into public area so that they can be obtainable as open 

source software. [3] 

 

1.3. Difference between Traditional Data and Big 

Data 

In general, the data in the world of technology is a set 

of letters, words, numbers, symbols or images, but 

with the evolution of multitasking technology tools 

the data has in light of this, big data emerged which 

differs from traditional data. 

 

Big Data Traditional 
Data 

PBs And ZBs MB and GB Volume 

More rapid Long periods 
of time 

Data 
Generatio
n Rate 

Sim-
Structure 
, 
Unstruct
ured 

Structure Data Type 

multiple 
sources, and 
distributed 

Centralized Data sources 

HDFS, No SQL 

 

Table 1 Comparison between traditional and big data 

 

 

1.4 Map Reduce 

Map Reduce is a software construction introduced by 

Google to act upon parallel processing on large 

datasets supercilious that large dataset storage is 

distributed over a large number of machines. Each 

machine computes data stored locally, which in turn 

contributes to distribute and parallel processing. 

There are two parts to such a computation - Map and 

Reduce. Data nodes assigned to the Map phase, take 

raw input data and based on the type of computation 

required produce intermediate data that is stored 

locally. Reduce nodes take these intermediate outputs 

and combine them to derive final output which is 

then stored in HDFS. Hadoop tries to collocate data 

and the computation. Name node with its knowledge 

of how the data is distributed, tries to assign the 

mission to the node in which the data locally resides. 

Programmers can write custom map and reduce 

functions and Map Reduce function repeatedly takes 

care of distributing and parallelizing the tasks across 

an array of commodity machines in the cluster 

underneath. It as well manages inter- machine 

communication leaving programmers to focus on 

actual map-reduce functions. 

 

Hadoop uses this fault tolerant, reliable, distributed, 

parallel computing framework to analyze large 

datasets distributed over HDFS. 

 

 
Fig 2 Map Reduce Example 
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2. Problem statement 

 

Map Reduce [2] is a programming model invented by 

researchers at Google. It is meant for processing large 

amounts of data by a large cluster. Since it is hard to 

parallelize such large amounts of data over multiple 

hundreds of machines, the authors developed the 

Map Reduce model. The Map Reduce algorithm is 

easy to use and handles all parallelization, so the 

programmer does not have to concern about that. 

Google used the Map Reduce model for many 

applications, such as the indexing of websites on the 

internet. They use large clusters of cheap machines to 

process all data. Since Map Reduce was originally 

developed for high performance computations on 

heterogeneous clusters of computers, there are quite 

some research papers about optimizing performance 

of multi-core computers. Problems may occur in 

these configurations because of the processors having 

one shared memory instead of having smaller pieces 

of memory available for each single processor core. 

One of those optimized implementations of Map 

Reduce is the distributed system [9]. There are of 

course many more implementations of Map Reduce. 

One of the biggest frameworks for Map Reduce is 

Hadoop [5]. Hadoop is used by large, international 

companies like Amazon and Facebook [6]. Hadoop 

uses its own file system (HDFS) as storage for its 

machines and can be used for many purposes. 

 

3. Map 

 

The Mapper is the function that processes the data by 

reading all the data and returning a list of key-value 

pairs. Each pair contains the object that is processed 

and the value that is sent to the reducer. These pairs 

will be noted as following: The results of the map 

function are stored in the memory of the machine. 

Periodically these values are written to the disk of the 

machine and the Master node is notified of the 

location of the intermediate results. The Master node 

then marks this mapper node as free and may assign a 

new task to it. This task may either be a map task or a 

reduce task. For example: When all the words in one 

document are counted by Map Reduce, the Map 

function just runs through the document and returns 

a pair for each word it encounters. The key is set to 

the word that is just read and the value is set to 1. All 

these pairs are stored in the local memory and finally 

written to the disk. For example: if the text ’more and 

more’ is read, the following pairs are stored: Notice 

that the same pair is stored twice. 

 

4. Reduce 

 

The Reducer is the function that reads the 

intermediate data from the Mapper and reduces this 

by processing the objects by running the user- 

defined Reduce function. First it receives a location of 

the mapped data from the Master node and fetches 

this data. Then this data must be ordered by key. 

 

Then the Reducer iterates through the data and 

groups all keys that are equal by processing their 

values. Finally this output file is written and the 

Master node is notified. If the output of the above 

Mapper is processed by a Reducer, the following file 

will be generated. You can see that the key ’more’ is 

grouped and their values are added up, while the 

key ’and’ did not change at all. Also the output is now 

ordered by key. The output files of the Reducer tasks 

may be input for another Map Reduce run or may be 

used as separate files. 

 

5. Master node 

 

When a Map Reduce task is started, one Master node 

is chosen from all machines in the network. This 

Master node is the machine that delegates tasks to 

other machines and is also the only node that has a 

complete overview of what is happening in the 

network. The Master node assigns 
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new tasks to worker nodes and reassigns tasks that 

take too long. A sequence overview is as follows. 1. 

The input data is split into a number of pieces of a 

specified size. The algorithm is started on all nodes. 

2. One node is set to be Master node and starts 

delegating work to other nodes. All pieces created in 

the first step are first mapped by the mapping 

function. The number of reduce tasks at the start 

should be low. 3. If a worker gets a map task, it runs 

the map task and stores the result in the memory of 

the machine. 4. Periodically these stored results are 

written to the disk and the Master node is notified of 

the location. 5. When the Master node gets notified 

about a location of mapped pairs, it will start a reduce 

tast on one of the free workers. 6. When a reduce task 

is called, first of all it fetches the stored results from 

the remote machine on which the map task has run. 

Secondly, these results are sorted by key. Thirdly, the 

results are reduced. When there are no more data to 

process, the Master node returns the final results to 

the user program. All this time the Master node has 

an overview of what all nodes are doing. The master 

will also re- assign already assigned tasks to idle nodes, 

because this might improve overall performance. 

 

 
 

Fig 3 : Flow chart for Map Reduce 

 

6. Different algorithm used in Map Reduce 

 

• Mapper 

• Reducer 

 

 

6.1 Mapper 

 

The map step essentially solves a small problem: 

Hadoop’s partitioner divides the problem into small 

workable subsets and assigns those to map processes 

to solve. In Mapper each input request is being 

partitioned into intermediate requests i.e. system can 

individually perform different algorithms on file 

which can act as intermediate processes. The output 

from certain mapping processes needs to be 

accumulated before the reducers can begin. Or, some 

of the intermediate results may need to be processed 

before reduction. Some of this output may be on a 

node different from the node where the reducers for 

that specific output will run. The gathering and 

shuffling of intermediate results are performed by a 

partitioner. The map tasks will deliver the results to a 

specific partition as inputs to the reduce tasks. After 

all the map tasks are complete, the intermediate 

results are gathered in the partition and a shuffling 

occurs, sorting the output for optimal processing by 

reduce. Map definition purposely used the work 

“essentially” because one of the things that give the 

Map step its name is its implementation. While it 

does solve small workable problems, the way that it 

does it is that it maps specific keys to specific values. 

For example, if we were to count the 

  

number of times each student name appears in a file, 

our Map Reduce application would output each name 

as a key and the value as the number of times it is 

seen. Or more specifically, the file would probably be 

broken up into independent student record, and the 

Map step would return each name mapped either to 

the number of times it appears in the file and then the 

reducer would combine the keys by adding their 

values together. [19] 

 

6.2 Reducer 

The reducer combines the results of the mapping 

processes and forms the output of the Map Reduce 

operation. The framework calls the application's 
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Reduce function once for each unique key in the 

sorted order. The Reduce can iterate through the 

values that are associated with that key and produce 

zero or more outputs. In the word count example, the 

Reduce function takes the input values, sums them 

and generates a single output of the word and the 

final sum.In our University system, the Reduce 

function take the input, calculate their corresponding 

result and give the final result as a single output. 

 

7 Map Reduce Algorithms 

We use five algorithms of Map Reduce to access our 

data through the chunks of the files which are stored 

as a cluster in a folder which behave as an arbitrary 

server for our system. Algorithm used in the Map 

Reduce technique are shown below 

 

7. 1 Example 2 : Join Algorithm 

 

A join combines records from two or more data sets 

by a common key. There are several ways to 

implement join in Map Reduce. A 

  

straightforward approach is the reduce-side joins that 

take advantage of the identical keys to the same 

reducer. In practice, join, aggregation, and sort are 

frequently used together, e.g. finding the student 

scores maximum during the period. In Map Reduce, 

this has to be done in multiple phases. The first 

phrase filters the data base on the click timestamp and 

joins the client and click log datasets. The second 

phrase does the aggregation on the output of join and 

the third one finishes the task by sorting the output of 

aggregation. 

 

1. Public class JoinThread 

2. JoinThread(ArrayList 

3. r1,ArrayList r2,ArrayList r3,int r) 

4. Public void run() 

5. String A[]=rsl1.get(rno) 

6. String B[]=rsl2.get(rno) 

7. String C[]=rsl3.get(rno) 8. For(i=1;i<=4;i++) 

9. A=parse integer(A[i]) 

10. B=parse integer(B[i]) 

11. C=parse integer(C[i]) 

12. Total[i-1]=a+b+c 

13. End for 

14. End run 

15. End class 

7.2 Example 3: Aggregation Algorithm 

 

Aggregation is a simple analytic calculation such as 

counting the number of access or users from different 

colleges. Word count, the hello world program in the 

world of Map Reduce, is an example of aggregation. 

  

1. Public class FrequencyThread 

2. FrequencyThread(String 

3. nm,ArrayList al1,ArrayList al2) 

4. Public void run() 

5. If (alA.contains(name)) 

6. Int i= alA.indexOf(name) 

7. Int f= Integer parse int((String)alB.get(i)) 8. f++ 

9. set alB(I,f+””) 

10. Else 

11. alA.add(name) 

12. Add 1 to alB 

13. End if 

14. End class 

 

 

7.3 Map Reduce Program Implementation 

 

Once we are ready with the pre-requisites, we'll start 

writing the first MR program to solve the preceding 

problem. This MR program would contain three files: 

 

1. Mapper Program 

2. Reduce Program 

 

Let's open Netbens and start the program: 

 

Step 1: Store the data in small chunk of files on a 

cluster. 
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Step 2: Create new project with the name “Map 

Reduce” by using the JAVA environment built on 

Java 1.6 and above. 

Step 3: Include the dependent java libraries into “Map 

Reduce” project. 

Step 4: Create a folder in C: Directory and add the 

files which assume as a big data. We have creates 

eight files for university data considering it as a big 

data. 

Step 5: Write a Map Reduce Program, its main file, 

which acts as a Job to submit the Mapper and Reducer 

programs. 

 

Step 6: Write a Mapper Program. It reads file line by 

line, parses each line separated by a ',' (comma), and 

then it writes data in the form of a key and value pair 

and makes it available to the reducer program. In our 

case, Key will be the state name and value will be the 

whole line. 

 

Step 7: The user Mapper.java program after being 

running. 

Step8: User have a Intermediate frame where we have 

five algorithm: 

Step 8.1: Sorting: We used Quick Sort in which user 

name act as a key and value corresponding to the 

name is being sorted it works on multithreaded 

working. 

Step 8.2: Searching: In this we use linear search in 

which searching is being done corresponding to the 

name. 

Step 8.3: Indexing: Indexing is done on basis of key 

value pair i.e. on basis of name all the names are being 

sorted and being indexed. 

Step 8.4: Joining: Joining is used to join the records of 

two files. In joining name is act as a key for files and 

each value is being joined with each record of files on 

basis of key value pair. 

  

Step 8.5: Term Frequency: Term Frequency is used to 

compare the name as a key value to another names 

and find which name occurs for how many times it 

compare each key of file with another key to find 

frequency. 

 

Step 9: The Sorting. java, Searching. java, Indexing. 

java, Termfrequency.java, joining. java program is 

being run. 

Step 10: Write a Reducer Program. It reads mapper 

output, and processes each key and value of mapper. 

In our case, we have to names are in files. 

Step 11: The Reducer. java program. 

 

Fig 4: Main Frame of Using MapReduce 

 

Description: Main Frame is a start up frame which 

Batch jobs can be taken off from main frame systems, 

processed using pig, Hive or Map Reduce and result 

can be moved back to main frame systems which 

helps reduce MIPS(Million instructions per second) 

cost. 

 

8. Mapper Frame 

  

 
Fig 5. Implementation option frame 
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Description: Implementation Option frame is used to 

offer the user options of the algorithm used in Map 

Reduce. User can use different algorithm and can 

access the data of the files. Mapper task is the first 

phase of processing that processed each input record 

from record reader and generates an intermediate 

key-value pair. Hadoop mapper store intermediate-

output on the local disk. 

 

9. Joining 

  

 
Fig 7 Result after joining and searching 

 

Description: Joining frame is used to join the files on 

one screen. In join frame regn no. act as key for files 

in which we apply joining. We join the four files in 

this module. In this frame we uses three marks file of 

student which contain three year marks of student of 

different subject. We add the marks of four subjects 

and show the result in output screen. In this frame 

user can also access the result for any particular 

student result along with the complete file for the 

result. 

 
Fig 6 : Join Frame 

  

 

Join Thread Coding 

package mapreduce; import java.util.*; 

public class JoinThread extends Thread 

{ 

ArrayList rsl1,rsl2,rsl3; int rno; 

int tot[]; 

JoinThread(ArrayList r1,ArrayList r2,ArrayList r3,int 

r) 

{ 

rsl1=r1; rsl2=r2; rsl3=r3; rno=r; 

tot=new int[4]; 

} 

public void run() 

{ 

int i,a,b,c; 

String A[],B[],C[]; 

A=(String[])rsl1.get(rno); 

B=(String[])rsl2.get(rno); 

C=(String[])rsl3.get(rno); for(i=1;i<=4;i++) 

{ 

a=Integer.parseInt(A[i]); b=Integer.parseInt(B[i]); 

c=Integer.parseInt(C[i]); tot[i-1]=a+b+c; 

} 

} 

} 

 

Conclusion 
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As we all know today thousands of users are active on 

internet, they want to access the required data in 

filtered form. This can be achived t hrough Big Data. 

Big data is very challenging research area. Data is too 

big to process using conventional tool of data 

processing. Academia and industry has work together 

to design and develop new tools and technologies 

which effectively handle to processing of Big Data. 

Big Data is an emerging trend and there is immediate 

need for new machine learning and data mining 

techniques to analyze massive amount of data in 

future. After years of practice, the community has 

realized these problems and try to address them in 

different ways. In this dissertation we conclude 

Hadoop & MapReduce tools. These tools are used for 

storing of structured\unstructured data in large 

amount this can be done through HDFS in which data 

is stored in clusters. MapReduce is used to process 

such a large amount of data in systematic manner. By 

using Hadoop MapReduce algorithms we can 

  

using the basic algorithms of Hadoop and MapReduce. 

We can also process the data with the queries or 

through the interactive frames. We prefer to use the 

data processing through interactive frame work in 

which we can access the result of students from 

different colleges. And can also capable of getting all 

the records from clusters with high efficiency. 

Enterprises are increasingly looking to find actionable 

insights into their data. In our Dissertation we can 

conclude Hadoop MapReduce algorithm which can 

act on saved data in our files which behaves as a 

clusters. In this we can access all the files through 

various algorithm within efficient time. We analyse 

five algorithms: First is Searching, In which we can 

search the values corresponding to any one record, if 

the key we entered is available in our file then it 

shows the result else it shows no result found. Second 

is Sorting, In which all the records are being sorted 

through the name as name act as a key for our system. 

Third is Indexing, In which all the keys or names are 

being first sorted and then arranged according to their 

index number. Fourth is Joining: In which first the 

records of three files are being merged by the key 

value and we can also search for any particular record 

after applying joining operation. Fifth is Term 

Frequency: In which we can find for how many times 

a particular key or name can be occurred in our file. 

Many big data projects originate from the need to 

answer specific business questions. 
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