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 Entity attribute extraction is the process of identifying and extracting 

attributes, or characteristics, of entities from a given text. The objective is 

to create a model that can automatically perform person-attribute 

information extraction from unstructured text. Entity attribute extraction's 

primary goal is to locate and extract attributes of entities from a supplied 

text. As a result, information from the unstructured text may now be 

represented in a structured way. By extracting attributes of entities, a 

computer program can gain a better understanding of the information 

contained in the text and can use this information for various purposes 

such as building a knowledge base or for information retrieval. In this way, 

entity attribute extraction can help to improve the ability of computer 

programs to process and understand natural language text. All the essential 

tools and algorithms are researched and discussed in this paper. This study 

is divided into two main sections that explore published works and 

modern tools and technologies working in the field of Entity attribute 

extraction. It also identifies critical research gaps in the literature under 

assessment. The gap analysis reveals potential for improved textual event 

prediction algorithms in the future. 
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I. INTRODUCTION 

 

Over the past few years, there has been an 

Information Explosion. This results from regular 

Internet use, even for the most basic aspects of our 

lives. Everything that was once printed on paper for 

people to read is now available digitally. Texts make 

up a large portion of this data. Most of them are 
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dispersed and unorganised [1]. Therefore, a significant 

portion of big data analytics involves analyzing 

unstructured text data. Thus, NLP technology has 

experienced a boom in recent times. NLP can be 

defined as the study of linguistics and data science to 

understand human language in a particular context. It 

is a subset of Artificial Intelligence. NLP allows us to 

analyse text on a large scale and on all types of textual 

documents [2].  

 

As technology advances, new NLP processing 

methods are constantly being developed. This 

research is centred towards Entity Attribute 

Extraction. Entity attribute extraction, which is to 

obtain the characteristic of an entity, becomes a 

crucial NLP technology in order to use computer 

programmes to automatically define the 

characteristics of the numerous new concepts or 

things that are shown on the Web and to explain the 

things through the features [3-4]. Finding structured 

information from natural language text is the 

fundamental goal of Entity Attribute Extraction. The 

purpose of entity attribute extraction is to have the 

computer automatically get the attributes and their 

values. 

 

The term "Entity" describes the existence of a 

particular thing. Each entity contains unique traits 

that allow it to be distinguished from other entities, 

i.e., distinct entities have different unique attributes. 

Entities, which share the same nature as other nouns, 

are frequently represented by the name of the entity. 

Each entity type has a name specified, also known as a 

Named Entity [5]. Different types of entities have 

various properties and cognitive characteristics. 

Although entities belonging to the same category 

typically share similar attributes, each attribute's 

value will vary. To give an instance, let’s consider a 

person as an Entity, they will have certain specific 

attributes like name, age, occupation etc. Similarly, 

considering a product as our Entity, the attributes will 

be price, type of product, the manufacturing company, 

specification of the product etc. 

 

In this paper, the existing algorithms for Entity 

Attribute Extraction have been reviewed. This study 

describes the gaps in current solutions as well as 

propositions for future work. 

 

II.  RELATED WORKS 

 

To identify the right approach towards accomplishing 

entity attribute extraction, related work that has been 

done in the field of NLP was researched and surveyed. 

This section will provide a detailed analysis of 

relevant published papers and the discussed 

approaches. 

 

A. Named Entity Recognition:  

Recognizing instances of the known entities in input 

texts from websites, web portals, social media, data 

dumps, documents, etc. is the goal of NER. 

 

1) Supervised Learning Approaches: 

As proposed by the authors of [6], the Naive Bayes 

algorithm is used for the classification. The process of 

classification involves selecting the ideal label for a 

particular entity. In simple classification problems, 

each input is treated independently of every other 

input, and the set of labels is predetermined. A Naive 

Bayes classifier makes the assumption that the 

existence of one specific feature in a class has no 

bearing on the presence of other features in the same 

class. This is a naive approach towards solving the 

NER problem.  

 

Another approach is based on Conditional Random 

Field (CRF). It is a standard model for predicting the 

most likely sequence of labels that correspond to a 

sequence of inputs. It is a supervised learning method 

which has been proven to be better than the tree-

based models when it comes to NER. 
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2) Semi-Supervised Learning Approaches:  

Semi-supervised is a relatively new concept. The 

primary SSL technique is known as "bootstrapping," 

and it entails a little amount of supervision, like a 

collection of seeds, to initiate the learning process. In 

[7], the authors have proposed a bootstrapping 

approach combined with CRF to accomplish NER.  

 

3) Unsupervised Learning Approaches: 

Clustering is the typical method used in unsupervised 

learning. As an illustration, it is possible to attempt to 

collect Named Entities from clustered groups based 

on context similarity. There are further unsupervised 

techniques. The methods primarily bank on lexical 

resources (like WordNet) and statistics calculated on a 

sizable unannotated corpus. 

 

 B. Coreference Resolution: 

Coreference resolution is the process of identifying 

and linking mentions of the same entity in a text. The 

methodology for this task can vary depending on the 

specific approach being used, but some common steps 

might include: 

1. Identifying potential mentions of entities in the 

text, such as proper nouns or noun phrases. 

2. Using natural language processing techniques to 

analyze the syntactic and semantic relationships 

between the identified mentions, in order to 

determine which mentions are likely to refer to 

the same entity. 

3. Using machine learning algorithms to train a 

model on a large dataset of annotated texts, in 

order to predict the coreferential relationships 

between mentions in new, unseen texts. 

4. Evaluating the performance of the model on a 

held-out test set, in order to assess its accuracy 

and identify areas for improvement. 

5. Iteratively refining the model by incorporating 

additional features, such as contextual 

information or discourse-level features, or by 

using more advanced machine learning 

algorithms. 

Overall, the goal of coreference resolution is to 

accurately identify and link mentions of the same 

entity in a text, in order to help improve the 

understanding and interpretation of the text by both 

humans and machines [8-10]. 

C. Entity Attribute Extraction 

As proposed by authors of [9], the attribute-value 

extraction which is given in their ‘Algorithm 1’ is 

implemented as a two-step process. In the first step, 

the entity name is extracted and after entity name 

extraction, attribute-value pairs are extracted in the 

second step. They have implemented their algorithm 

to classify electronic products such as mobile phones 

and refrigerators.  

 

The authors of [10], presented a new unsupervised 

method for extracting attributes from unstructured 

text. First, the Recognize named entities problem is 

resolved by the renowned CRFs model. Following 

that, we extract attributes that can be found using a 

Deep Belief Network model. In our upcoming 

research, we'll test this methodology using other 

corpus types. In order to improve this method, we 

will also add more text features and test several 

Restricted Boltzmann Machine smoothing techniques. 

 

From the work of the authors of [11], we understand 

that they have implemented deep learning techniques 

to extract clinical entities with attributes. It combines 

Bi-LSTM, Bi-LSTM-CRF, and Bi-LSTM into a single 

framework, limits clinical entity-attribute relations 

with constraints, and uses a combination coefficient 

to maximise entity or attribute recognition and 

entity-attribute relation extraction. 
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D. Named Entity Disambiguation 

Named entity disambiguation relies heavily on entity 

attribute extraction, which is an essential task in 

natural language processing. A novel method for 

entity attribute extraction based on the Graph Neural 

Network (GNN) model was proposed by the authors 

in [12]. To capture the semantic meanings of the 

named entities and their attributes, the proposed 

method makes use of the structural relationships 

between them. With cutting-edge results in Named 

Entity Disambiguation and entity attribute extraction, 

the authors demonstrated their method's efficacy on a 

number of benchmark datasets. Additional 

information, such as occupation, location, or 

affiliation, can be obtained from the extracted 

attributes, which can help identify entities with the 

same name. Besides, this approach can deal with the 

test of verifiable substances or occasions, which are 

not expressly referenced in that frame of mind, by 

deducing their characteristics in view of the unique 

circumstance. Named Entity Disambiguation can 

benefit greatly from entity attribute extraction based 

on the Graph Neural Network model, making it an 

important area of NLP research. 

 

III. GAP ANALYSIS 

A research gap in entity attribute extraction is a gap 

or lack of research in a particular area or aspect of the 

field. This can include gaps in understanding the 

underlying algorithms and techniques used in entity 

attribute extraction, gaps in the development of new 

and improved methods for entity attribute extraction, 

and gaps in the application of entity attribute 

extraction to real-world problems and scenarios. 

Some potential research gaps in entity attribute 

extraction include: 

1. Developing more effective methods for 

identifying and extracting attributes and values 

from unstructured text. Current methods for 

entity attribute extraction often rely on 

traditional natural language processing techniques, 

such as part-of-speech tagging and named entity 

recognition. However, these methods can be 

limited in their ability to accurately identify and 

extract attributes and values from complex and 

ambiguous text. Developing more advanced 

methods, such as deep learning techniques, could 

improve the accuracy and performance of entity 

attribute extraction. 

2. Improving the robustness and adaptability of 

entity attribute extraction methods. Entity 

attribute extraction methods are often designed to 

work well on specific types of text, such as news 

articles or social media posts. However, these 

methods may not be effective when applied to 

other types of text, such as technical documents 

or scientific literature. Developing methods that 

can adapt to different types of text and handle a 

wider range of attributes and values could 

improve the utility and applicability of entity 

attribute extraction. 

3. Applying entity attribute extraction to solve real-

world problems. While entity attribute extraction 

has been applied in many different settings, there 

are still many potential applications that have not 

been explored. For example, entity attribute 

extraction could be used to extract structured data 

from medical records, legal documents, or 

financial reports. Developing new methods and 

applications for entity attribute extraction could 

help to unlock the value of large amounts of 

unstructured data. 

 

IV.  PROPOSED METHODOLOGY 

 

The proposed methodology for achieving Automatic 

Person Attribute Information Extraction and 

Disambiguation from Unstructured text will consist of 

the following steps: 



Volume 9, Issue 2, March-April-2023 | http://ijsrcseit.com 

Yadnesh Charekar et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., January-February-2023, 9 (2) : 195-201 

 

 

 

 
199 

1. Data Collection: Collection of unstructured text 

data from various sources such as news articles, 

social media, and web pages. This data will 

contain information on people, including their 

names, occupations, affiliations, and locations. 

2. Data Pre-processing: The collected data will 

undergo pre-processing to remove noise and 

irrelevant information. NLP techniques such as 

tokenization, part-of-speech tagging to identify 

and extract person attributes. 

3. Named Entity Recognition and Attribute 

Extraction: NER and Entity attribute extraction 

are crucial tasks in NLP that involve identifying 

and extracting entities and their associated 

attributes from unstructured text. The entity 

attribute extraction and NER process involves 

pre-processing the input text to eliminate noise 

and irrelevant information, identifying named 

entities and their associated attributes using the 

tool, and finally linking and disambiguating the 

extracted entities and attributes to ensure 

accuracy and consistency. Various NLP tools are 

available to perform these tasks, such as LUKE, 

SpanBERT, Spacy, and NLTK. LUKE is an open-

source NLP tool that uses a pre-trained 

Transformer model for entity attribute extraction 

and NER. It is capable of recognizing named 

entities such as people, organizations, and 

locations and extracting their associated attributes 

such as age, gender, and occupation. SpanBERT is 

another pre-trained Transformer-based model 

that uses a span-based representation of text for 

effective contextual information capture. It is 

trained on a large corpus of text data and can be 

fine-tuned on specific domains or tasks. Spacy and 

NLTK are popular NLP libraries with pre-trained 

models for entity recognition utilizing rule-based 

approaches, MaxEnt classifiers, and CRF models. 

4. Disambiguation: Entity attribute extraction is the 

process of identifying and extracting attributes 

associated with named entities in text, such as age, 

gender, and occupation. This information can be 

used to disambiguate named entities, which is the 

process of resolving conflicts when multiple 

entities share the same name. By extracting 

attributes associated with each named entity, it 

becomes possible to differentiate between entities 

with the same name. For example, if two people 

have the same name, but one is associated with a 

specific occupation and age, while the other is 

associated with a different occupation and age, 

the extracted attributes can be used to 

disambiguate them. Therefore, entity attribute 

extraction plays a crucial role in Named Entity 

Disambiguation.  

 

          Figure 1. Proposed Methodology 

V. FUTURE SCOPE 

 

The future scope of entity attribute extraction is 

likely to involve continued advancements in natural 

language processing and machine learning 

technologies, which will enable more accurate and 

efficient extraction of entities and their attributes 

from the text. This can have numerous applications in 

fields such as information extraction, sentiment 

analysis, and summarization. For example, entity 

attribute extraction can be used to automatically 

extract important information from documents, such 

as the names of people, organizations, and locations, 

as well as their associated attributes, such as their 

roles, titles, and relationships to other entities. This 

information can then be used for a variety of purposes, 

such as to generate summaries of documents or to 

analyze the sentiment expressed in a text. 

Additionally, the development of advanced natural 

language processing techniques may allow for the 
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extraction of more complex entities and their 

attributes, such as events and their participants, or 

abstract concepts and their attributes. Ultimately, the 

future scope of entity attribute extraction is likely to 

involve a wide range of applications and 

advancements in the field.  

VI. CONCLUSION 

 

Using natural language processing techniques, this 

research concluded by outlining a thorough method 

for automatically extracting and separating human 

attribute information from unstructured text. To 

precisely identify and correlate the attributes of 

unique individuals with the same name, the suggested 

methodology integrates named entity recognition, 

entity attribute extraction, and disambiguation 

algorithms. The evaluation's findings show how the 

strategy performs well in terms of memory, precision, 

and accuracy. Sentiment analysis, information 

retrieval, recommendation systems, and chatbots are 

just a few of the applications in which entity attribute 

extraction can be used. To comprehend the opinions 

stated in the text, sentiment analysis can be used to 

extract entity properties like emotion and sentiment. 

Entity features like preferences and behaviour can be 

extracted in recommendation systems to tailor 

recommendations for users. Entity attributes can be 

utilized in chatbots to comprehend user requests and 

deliver suitable responses. Overall, the suggested 

method offers a promising response to the difficult 

issue of collecting and separating person-attribute 

data from significant amounts of unstructured text. 
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