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 Human activity recognition plays a crucial role in interpersonal communication 

and relationships as it provides insights into a person's identity, personality, and 

psychological state. Extracting this information is challenging due to its complex 

nature. The scientific fields of computer vision and Deep learning extensively 

study the human ability to recognize activities, leading to the development of 

various applications such as video surveillance systems, human-computer 

interaction, and characterization of human behaviour in robotics. Recognizing 

multiple activities simultaneously is a requirement for many of these 

applications. Numerous publications have focused on the important field of 

human activity recognition in images and videos. An OpenCV-based deep 

learning algorithm, specifically a Convolutional Neural Network (CNN), is 

proposed in this paper. This calculation can successfully prepare datasets and 

precisely perceive human activities and exercises. 
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I. INTRODUCTION 

 

Human action recognition is a complex task in 

computer vision that involves the identification and 

comprehension of human activities from visual data. 

Deep learning techniques, specifically convolutional 

neural networks (CNNs), have made significant 

advancements in this field. When combined with 

OpenCV, a popular computer vision library, deep 

learning models have demonstrated promising 

outcomes in accurately recognizing and categorizing 

various human actions. 

Deep learning models designed for human action 

recognition aim to autonomously learn and extract 

significant features from raw visual data like images or 

videos. These models utilize convolutional layers to 

capture spatial information and temporal dependencies, 

enabling them to comprehend the motion and 

dynamics associated with different actions. 

The Convolutional Neural Network (CNN) is a widely 

employed deep learning architecture for action 



Volume 9, Issue 4, July-August -2023 | http://ijsrcseit.com 

K. Bharani et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., July-August-2023, 9 (4) : 131-139 

 

 

 

 
132 

recognition. CNNs possess the ability to automatically 

acquire hierarchical representations by applying 

convolutional filters to input data. This characteristic 

makes them well-suited for capturing relevant features 

in human action recognition tasks. 

 

In recent years, several CNN-based architectures such 

as MobileNet, Nasnet, and Convnext have gained 

popularity due to their effectiveness in various 

computer vision tasks, including action recognition. 

These architectures are designed to strike a balance 

between accuracy and computational efficiency, 

making them suitable for real-time or resource-

constrained applications. 

OpenCV, a powerful and widely-used computer vision 

library, offers a variety of tools and functions for image 

and video processing. It provides functionalities for 

preprocessing, feature extraction, and post-processing, 

which are critical steps in human action recognition 

pipelines. OpenCV seamlessly integrates with deep 

learning frameworks like TensorFlow and PyTorch, 

allowing the incorporation of pre-trained CNN models 

for action recognition tasks. 

The combination of deep learning models, such as 

CNNs, and the extensive toolset provided by OpenCV 

empowers researchers and developers to create robust 

and accurate human action recognition systems. These 

systems have diverse applications in domains such as 

video surveillance, human-computer interaction, 

sports analytics, and healthcare. 

human action recognition using deep learning with 

OpenCV has emerged as a promising approach for 

automatic identification and classification of human 

activities from visual data. The integration of deep 

learning models, especially CNN architectures like 

MobileNet, Nasnet, and Convnext, with the powerful 

features offered by OpenCV establishes a solid 

foundation for developing efficient and accurate action 

recognition systems. 

II. Related Works 

[1]:The increasing sophistication of mobile devices has 

led to the integration of various powerful sensors, such 

as GPS, cameras, microphones, light sensors, 

temperature sensors, magnetic compasses, and 

accelerometers. These sensors enable mobile devices, 

particularly the latest generation smartphones with 

different operating systems, to collect and 

communicate textual and voice signals effectively. As a 

result, modern mobile devices have become equipped 

with highly sensitive sensors.This paper focuses on a 

specific approach that addresses the problem of human 

activity classification using mobile devices carried by 

users. The proposed method utilizes the K-Nearest 

Neighbor algorithm (K-NN) for this purpose. By 

leveraging the capabilities of the built-in sensors in 

mobile devices, the algorithm aims to classify and 

recognize different human activities accurately. 

 

The approach described in this paper takes advantage 

of the diverse range of sensors available in mobile 

devices, including GPS, cameras, microphones, and 

accelerometers, among others. These sensors provide 

valuable data that can be used to infer and classify the 

activities performed by users.The utilization of the K-

Nearest Neighbor algorithm allows the mobile device 

to compare the sensor data collected during various 

activities with the pre-defined patterns and labels. By 

finding the closest matches, the algorithm can 

accurately classify the current human activity.The 

proposed approach offers a promising solution to the 

challenge of human activity classification using mobile 

devices. By leveraging the multitude of sensors present 

in modern smartphones, this method enables the 

recognition and classification of diverse activities based 

on the collected sensor data. 

This paper presents a dedicated method for addressing 

the classification of human activities through the use 

of a mobile device carried by the individual. The 

current approach relies on the application of the K-

Nearest Neighbor algorithm (K-NN) and utilizes the 

magnitude of the accelerometer data. By leveraging 

this algorithm, it becomes feasible to accurately 

recognize and categorize the general activities 

performed by the user. 
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[2]: Activity recognition plays a crucial role in various 

applications, including human surveillance systems, 

medical research, and the emerging fields of smart 

homes and smart health. Mobile devices, equipped 

with built-in sensors like gyroscopes, accelerometers, 

GPS, and compass sensors, provide an opportunity to 

capture user behaviour and activity. By leveraging data 

mining and machine learning techniques, an activity 

recognition (AR) system can process the raw sensor 

data from these mobile sensors and accurately estimate 

human activities. This study focuses on evaluating the 

performance of two algorithms, namely Random 

Forest (RF) and Modified Random Forest (MRF), 

within an online activity recognition framework on 

Android platforms. The proposed method enables real-

time training and efficient classification of 

accelerometer data for activity recognition. 

Activity Recognition (AR) frameworks analyze raw 

sensor data obtained from small-sized sensors to assess 

human movements using data mining and machine 

learning techniques. This paper investigates the 

performance of two classification algorithms, namely 

Random Forest (RF) and Modified Random Forest 

(MRF), within an online Activity Recognition 

framework implemented on Android platforms. The 

proposed technique enables real-time training and 

accurate classification of accelerometer data, making it 

highly effective. 

[3]: Mobile devices have advanced significantly, and 

the latest generation of smartphones incorporates a 

wide range of powerful sensors. These sensors include 

GPS, vision (camera), audio (microphone), light, 

temperature, direction (magnetic compass), and 

acceleration (accelerometer) sensors. The availability 

of these sensors in widely used communication devices 

opens up exciting opportunities for data mining and its 

applications. This paper presents and evaluates a 

system that utilizes the accelerometer sensor in 

smartphones to perform activity recognition. The task 

of activity recognition involves identifying the 

physical activity being performed by the user. To 

develop our system, we gathered labelled 

accelerometer data from twenty-nine users engaged in 

everyday activities such as walking, jogging, climbing 

stairs, sitting, and standing. We then processed this 

time series data and created examples that summarize 

the user's activity over 10-second intervals.In this 

research paper, we present and assess a system that 

leverages accelerometer sensors in smartphones to 

perform activity recognition, which entails identifying 

the specific physical activity being performed by a user. 

To develop our system, we gathered accelerometer data 

from twenty-nine participants, who engaged in various 

everyday activities such as walking, jogging, climbing 

stairs, sitting, and standing. We then processed and 

consolidated this time-series data into concise 

examples that represent the user's activity within 10-

second intervals. 

[4]: In this study, the researchers developed and 

assessed algorithms for detecting physical activities 

based on data collected from five small biaxial 

accelerometers worn simultaneously on different body 

parts. The acceleration data was obtained from 20 

subjects in an unsupervised manner, without direct 

researcher supervision. The subjects were instructed to 

perform a series of typical daily tasks without specific 

guidelines on where or how to execute them. From the 

acceleration data, various features like mean, energy, 

frequency-domain entropy, and correlation were 

calculated. These features were put to the test in a 

number of classifiers. Among them, choice tree 

classifiers displayed the best execution in perceiving 

ordinary exercises, accomplishing a general exactness 

pace of 84%. The discoveries show that while specific 

exercises can be precisely perceived utilizing subject-

autonomous preparation information, others might 

require subject-explicit preparation information for 

ideal execution.The main objective of the study was to 

create and evaluate algorithms for detecting physical 

activities using data collected from five small biaxial 

accelerometers positioned on different parts of the 

body. The acceleration data was gathered from 20 

participants who carried out everyday tasks without 

any supervision or observation from researchers. To 
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assess the effectiveness of activity detection, several 

classifiers were tested using various features derived 

from the acceleration data, including mean, energy, 

frequency-domain entropy, and correlation. The study 

aimed to determine the performance of these classifiers 

in accurately detecting different activities. 

 

[5]:We propose a framework that uses an Android cell 

phone to gather and show sensor information on the 

gadget's screen while at the same time streaming it to a 

focal server. To ensure seamless data transfer between 

devices, the system makes use of both Bluetooth and 

wireless Internet connections. Also, we have carried 

out Close to Handle Correspondence (NFC) innovation 

to lay out programmed Bluetooth associations and start 

application execution, improving proficiency and 

comfort.This system holds particular value in the 

domain of body sensor networks (BSN) developed for 

medical healthcare applications. To exhibit its 

capacities, we use an accelerometer, a temperature 

sensor, and electrocardiography (ECG) signal 

information for exploratory purposes. Through 

graphical or textual representations, the raw sensor data 

is processed and presented on both the smartphone and 

the central server. Additionally, a Java-based central 

server application is used to communicate with the 

Android system and make it possible to store and 

analyze data. 

 

III. Proposed Method 

 

We are developing a system for recognizing human 

actions or activities using Convolutional Neural 

Networks (CNN), specifically the CNN models 

MobileNet, Nasnet, and Convexnet. Our approach 

involves utilizing a dataset of images extracted from 

videos, with each image representing a frame. We train 

the dataset using CNN models. Once the training is 

completed, we employ OpenCV to recognize actions in 

real-time video footage. By capturing the video, our 

system can accurately identify and classify human 

actions. The proposed method's block diagram is 

illustrated in the accompanying figure. 

 

Block Diagram: 

 

Advantages: 

• High feature compatibility 

• Time Saving 

• Low complexities 

 

Applications: 

 

• Surveillance. 

• Gaming.  

• Animation and Active and Assisted Living (AAL).  

 

IV.  Methodology 

 

Convolutional Neural Network: 

An advanced form of deep learning known as a 

Convolutional Neural Network (CNN) was made to 

process structured grid-like data like images. By 

achieving exceptional performance in a variety of 

image-related tasks like image classification, object 

detection, and semantic segmentation, its emergence 

has revolutionized the field of computer vision. 
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CNNs are made up of multiple layers, such as 

convolutional layers, pooling layers, and fully 

connected layers, which are modeled after the visual 

processing mechanisms that are found in the human 

brain. Local operations on receptive fields are carried 

out by the convolutional layers, which use learnable 

filters to extract features from the input data. At various 

scales, these filters capture various patterns like edges, 

textures, and shapes. 

Pooling layers play a crucial role in reducing the spatial 

dimensions of the feature maps, which reduces 

computational complexity and provides translational 

invariance. Common pooling operations employed in 

CNNs include max pooling and average pooling. 

Following the convolutional and pooling layers, the 

output is fed into fully connected layers. These layers 

facilitate high-level feature learning and decision-

making. By connecting every neuron to each neuron in 

the subsequent layer, the network can learn intricate 

relationships and make predictions based on the 

acquired features. 

To train a CNN, a large labeled dataset is utilized, 

enabling the network to optimize its parameters 

through backpropagation. During training, the network 

adjusts its weights and biases to minimize a defined loss 

function, thus enabling accurate predictions on unseen 

data. 

CNNs have demonstrated exceptional performance 

across various computer vision tasks, particularly image 

classification. Prominent models such as AlexNet, 

VGGNet, ResNet, and InceptionNet have achieved 

remarkable results on benchmark datasets like 

ImageNet. Transfer learning, where pre-trained CNN 

models are fine-tuned for specific tasks, has become 

prevalent due to the effectiveness of CNNs. 

In summary, Convolutional Neural Networks are a 

powerful class of deep learning algorithms designed 

specifically for processing grid-like data, such as images. 

Their ability to capture meaningful features has 

significantly advanced the field of computer vision, 

enabling accurate image recognition and analysis. 

MobileNet: 

MobileNet is an efficient convolutional neural network 

(CNN) architecture specifically designed for deep 

learning tasks, particularly targeting mobile and 

resource-constrained devices. Its primary purpose is to 

address the challenges associated with deploying deep 

learning models on devices with limited computational 

power and memory. 

The key objective of MobileNet is to strike a balance 

between model size and accuracy, as traditional deep 

learning models tend to be large and computationally 

demanding, making them impractical for deployment 

on resource-limited devices. MobileNet aims to provide 

a lightweight alternative that can still achieve 

competitive performance. 

To achieve this, the architecture of MobileNet 

introduces a technique called depthwise separable 

convolution, which splits the standard convolution 

operation into two parts: depthwise convolution and 

pointwise convolution. This division significantly 

reduces the computational cost by decreasing the 

number of parameters and operations involved. 

The depthwise convolution applies a single filter to 

each input channel independently, producing a set of 

intermediate feature maps. This step captures spatial 

information within each channel separately. 

Subsequently, the pointwise convolution, also known 

as 1x1 convolution, combines information from 

different channels to generate new features through a 

linear combination. 

The use of depthwise separable convolutions in 

MobileNet enables it to reduce the model size and 

computational complexity while still capturing 
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essential features necessary for various computer vision 

tasks. This architectural design allows MobileNet to 

achieve a favorable trade-off between efficiency and 

accuracy. 

Furthermore, MobileNet models often incorporate 

additional techniques such as depthwise separable 

bottlenecks, which further enhance efficiency by 

reducing the number of parameters and computations. 

These bottlenecks employ 1x1 convolutions to shrink 

the channel dimensions and subsequently expand them 

to capture complex features. 

MobileNet has proven successful in a wide range of 

applications, including image classification, object 

detection, and semantic segmentation. Its lightweight 

architecture makes it particularly well-suited for 

mobile and embedded devices where computational 

resources are limited. 

In summary, MobileNet stands as an important 

contribution to the field of deep learning by providing 

an efficient CNN architecture for deploying models on 

mobile and resource-constrained platforms without 

compromising performance. Its design principles have 

opened doors for further advancements in developing 

lightweight deep learning models applicable to various 

real-world scenarios. 

NasNet: 

Nasnet, abbreviated for Neural Architecture Search 

Network, is a deep learning architecture that aims to 

automate the design of neural networks. It focuses on 

discovering optimal network architectures for specific 

tasks using a technique known as neural architecture 

search (NAS). 

In traditional approaches, neural network designs are 

manually crafted by experts based on their domain 

knowledge. However, this process can be time-

consuming and limited in exploring the vast design 

possibilities. 

Nasnet addresses this challenge by automating the 

design process. It employs reinforcement learning or 

evolutionary algorithms to search and optimize 

network architectures for a given task. The goal is to 

find network configurations that achieve high 

performance while minimizing computational 

requirements. 

The innovation of Nasnet lies in its ability to discover 

architectural building blocks, such as cells, which can 

be stacked and repeated to create complex network 

structures. These building blocks are learned through 

the NAS process and capture important features and 

connectivity patterns relevant to the task at hand. 

Nasnet explores a wide range of potential architectures 

by iteratively sampling and evaluating different 

candidates. It employs a search strategy to guide the 

exploration towards promising architectures that 

deliver high performance. This process often involves 

training and evaluating thousands or even millions of 

architectures to identify the optimal one. 

The resulting Nasnet architectures are typically 

efficient and effective, achieving state-of-the-art 

performance in computer vision tasks like image 

classification, object detection, and semantic 

segmentation. They are designed to strike a balance 

between accuracy and computational efficiency, 

making them suitable for deployment on devices with 

limited resources. 

Nasnet has significantly advanced the field of neural 

architecture design by automating the process and 

enabling researchers and practitioners to explore and 

discover novel network architectures. By leveraging 

Nasnet, the development of neural networks can be 

expedited and customized for specific tasks, leading to 

enhanced performance and efficiency in deep learning 

applications. 
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Convnext: 

ConvNeXt is a deep learning architecture that tackles 

the challenge of capturing local and global 

dependencies in visual data. Its main objective is to 

enhance the performance of convolutional neural 

networks (CNNs) by effectively modeling complex 

relationships within the data. 

ConvNeXt introduces two key innovations: grouped 

convolutions and cross-channel interactions. In 

traditional CNN architectures, standard convolutions 

are used, where each filter operates on the entire input 

volume. However, ConvNeXt implements grouped 

convolutions, dividing the input channels into groups 

and applying separate convolutions to each group. This 

approach enables the network to capture more 

localized information while maintaining the 

independence of different channel groups. 

In addition to grouped convolutions, ConvNeXt 

incorporates cross-channel interactions through a 

technique called "cross-channel parametric pooling." 

This pooling operation allows the network to capture 

global dependencies across different channels, 

facilitating the extraction of higher-level features. 

By combining grouped convolutions and cross-channel 

interactions, ConvNeXt aims to strike a balance 

between capturing local and global information. This 

architectural design enhances the expressiveness and 

effectiveness of the network in modeling intricate 

patterns and relationships within the data. 

ConvNeXt has demonstrated impressive performance 

on image classification, object detection, and semantic 

segmentation, among other computer vision tasks. It 

has accomplished serious or cutting edge results on 

benchmark datasets, exhibiting its viability in 

demonstrating complex visual examples and 

accomplishing high exactness. 

ConvNeXt's architectural design can also be used with 

different backbone CNNs, like ResNet or Inception, to 

better capture local and global dependencies for 

researchers and practitioners. ConvNeXt can be 

adapted to specific datasets and tasks by incorporating 

it into existing deep learning frameworks thanks to its 

adaptability. 

To summarize, ConvNeXt is a deep learning 

architecture that addresses the modeling of local and 

global dependencies in visual data. Through grouped 

convolutions and cross-channel interactions, 

ConvNeXt enhances the expressive power of CNNs, 

leading to improved performance in various computer 

vision tasks. 

V. Result 

Home Page: 

 

About Page: 
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Upload Page: 

 

Prediction Page: 

 

Output Page: 

 

VI. Conclusion 

Our proposed model focuses on the recognition of 

human actions or activities by employing deep learning 

techniques, specifically Convolutional Neural 

Networks (CNN), MobileNet, Nasnet, and Convnext, in 

conjunction with the OpenCV library. To accomplish 

this, we utilized a dataset comprising images that depict 

various actions and activities. These images were then 

used to train the deep learning algorithms, including 

CNN, MobileNet, Nasnet, and Convnext. After 

completing the training process, we leveraged the 

capabilities of OpenCV to capture video and perform 

real-time recognition of the actions or activities 

exhibited in the video. 
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