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 (At present social network sites are part of the life for most of the people. 

Every day several people are creating their profiles on the social network 

platforms and they are interacting with others independent of the user’s 

location and time. The social network sites not only providing advantages 

to the users and also provide security issues to the users as well their 

information. To analyze, who are encouraging threats in social network 

we need to classify the social networks profiles of the users. From the 

classification, we can get the genuine profiles and fake profiles on the 

social networks. Traditionally, we have different classification methods for 

detecting the fake profiles on the social networks. But, we need to improve 

the accuracy rate of the fake profile detection in the social networks. In 

this paper we are proposing Machine learning and Natural language 

Processing (NLP) techniques to improve the accuracy rate of the fake 

profiles detection. We can use the Support Vector Machine (SVM) and 

Naïve Bayes algorithm. 

Keywords: Machine Learning, Natural Language Processing, 

Classification. 
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I. INTRODUCTION 

 

Social networking has end up a well-known recreation 

within the web at present, attracting hundreds of 

thousands of users, spending billions of minutes on 

such services. Online Social network (OSN) services 

variety from social interactions-based platforms similar 

to Facebook or MySpace, to understanding 

dissemination-centric platforms reminiscent of twitter 

or Google Buzz, to Social interaction characteristic 

brought to present systems such as Flicker. The 

opposite hand, enhancing security concerns and 

protecting the OSN privateness still signify a most 

important bottleneck and viewed mission. When 

making use of Social network’s (SN’s), one of a kind 

men and women share one-of-a-kind quantities of 

their private understanding. Having our individual 

know-how entirely or in part uncovered to the general 
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public, makes us excellent targets for unique types of 

assaults, the worst of which could be identification 

theft. Identity theft happens when any individual uses 

character’s expertise for a private attain or purpose. 

During the earlier years, online identification theft has 

been a primary problem considering it affected 

millions of people’s worldwide. Victims of 

identification theft may suffer unique types of 

penalties; for illustration, they would lose time/cash, 

get dispatched to reformatory, get their public image 

ruined, or have their relationships with associates and 

loved ones damaged. At present, the vast majority of 

SN’s does no longer verifies ordinary users‟ debts and 

has very susceptible privateness and safety policies. In 

fact, most SN’s applications default their settings to 

minimal privateness; and consequently, SN’s became a 

best platform for fraud and abuse. Social Networking 

offerings have facilitated identity theft and 

Impersonation attacks for serious as good as naïve 

attackers. To make things worse, users are required to 

furnish correct understanding to set up an account in 

Social Networking web sites. Easy monitoring of what 

customers share on-line would lead to catastrophic 

losses, let alone, if such bills had been hacked. Profile 

information in online networks will also be static or 

dynamic. The details which can be supplied with the 

aid of the person on the time of profile creation is 

known as static knowledge, the place as the small print 

that are recounted with the aid of the system within 

the network is called dynamic knowledge. Static 

knowledge includes demographic elements of a person 

and his/her interests and dynamic knowledge includes 

person runtime habits and locality in the network. The 

vast majority of current research depends on static and 

dynamic data. However this isn't relevant to lots of the 

social networks, where handiest some of static profiles 

are seen and dynamic profiles usually are not obvious 

to the person network. More than a few procedures 

have been proposed by one of a kind researcher to 

realize the fake identities and malicious content 

material in online social networks. Each process had its 

own deserves and demerits. 

The problems involving social networking like privacy, 

online bullying, misuse, and trolling and many others. 

Are many of the instances utilized by false profiles on 

social networking sites. False profiles are the profiles 

which are not specific i.E. They're the profiles of men 

and women with false credentials. The false Facebook 

profiles more commonly are indulged in malicious and 

undesirable activities, causing problems to the social 

community customers. Individuals create fake profiles 

for social engineering, online impersonation to defame 

a man or woman, promoting and campaigning for a 

character or a crowd of individuals. Facebook has its 

own security system to guard person credentials from 

spamming, phishing, and so on. And the equal is often 

called Facebook Immune system (FIS). The FIS has 

now not been ready to observe fake profiles created on 

Facebook via customers to a bigger extent. 

 

II. RELATED WORK 

 

Chai et al awarded on this paper is a proof-of 

inspiration gain knowledge of. Even though the 

prototype approach has employed most effective 

normal systems in normal language processing and 

human-pc interplay, the results realized from the user 

trying out are significant. By using comparing this 

simple prototype approach with a wholly deployed 

menu procedure, they've discovered that users, 

principally beginner users, strongly pick the common 

language dialog-based approach. They have 

additionally learned that in an ecommerce 

environment sophistication in dialog administration is 

most important than the potential to manage complex 

typical language sentences. In addition, to provide 

effortless access to knowledge on ecommerce web sites, 

natural language dialog-based navigation and menu-

pushed navigation should be intelligently combined to 

meet person’s one-of-a-kind wants. Not too long ago, 

they have got accomplished development of a new 

iteration of the approach that includes enormous 

enhancements in language processing, dialog 

administration and information management. They 
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believed that average language informal interfaces 

present powerful personalized alternatives to 

conventional menupushed or search-based interfaces 

to web sites. LinkedIn is greatly preferred through the 

folks who're in the authentic occupations. With the 

speedy development of social networks, persons are 

likely to misuse them for unethical and illegal conducts. 

Creation of a false profile turns into such adversary 

outcomes which is intricate to identify without apt 

research. The current solutions which were virtually 

developed and theorized to resolve this contention, 

mainly viewed the traits and the social network ties of 

the person’s social profile. However, in relation to 

LinkedIn such behavioral observations are 

tremendously restrictive in publicly to be had profile 

data for the customers by the privateness insurance 

policies. The limited publicly available profile data of 

LinkedIn makes it ineligible in making use of the 

existing tactics in fake profile identification. For that 

reason, there is to conduct distinctive study on 

deciding on systems for fake profile identification in 

LinkedIn. Shalinda Adikari and Kaushik Dutta 

researched and identified the minimal set of profile 

data that are crucial for picking out false profiles in 

LinkedIn and labeled the appropriate knowledge 

mining procedure for such project. 

Z. Halim et al. Proposed spatio-temporal mining on 

social network to determine circle of customers 

concerned in malicious events with the support of 

latent semantic analysis. Then compare the results 

comprised of spatio temporal coincidence with that of 

original organization/ties with in social network, 

which could be very encouraging as the organization 

generated by spatio-temporal co-prevalence and actual 

one are very nearly each other. Once they set the 

worth of threshold to right level, we develop the 

number of nodes i.e. Actor so that they are able to get 

higher photo. Total, scan indicate that Latent Semantic 

Indexing participate in very good for picking out 

malicious contents, if the feature set is competently 

chosen. One obvious quandary of this technique is how 

users pick their function set and the way rich it's. If the 

characteristic set is very small then most of the 

malicious content material will not be traced. However, 

the bigger person function set, better the performance 

won. 

 

III. PROPOSED SYSTEM 

 

Each profile (or account) in a social network contains 

lots of information such as gender, no. of friends, no. of 

comments, education, work, etc. Some of this 

information is private and some are public. Since 

private information is not accessible so, we have used 

only the information that is public to determine the 

fake profiles in the social network. However, if our 

proposed scheme is used by the social networking 

companies itself then they can use the private 

information of the profiles for detection without 

violating any privacy issues. We have considered this 

information as features of a profile for the classification 

of fake and real profiles. The steps that we have 

followed for the identification of fake profiles are as 

follows. 

1. First, all the features are selected on which the 

classification algorithm is applied. Proper care 

should be taken while choosing features such as 

features that should not be dependent on other 

features and those features should be chosen 

which can increase the efficiency of the 

classification. 

2. After proper selection of attributes, the dataset of 

previously identified fake and real profiles are 

needed for the training purpose of the 

classification algorithm. We have made the real 

profile dataset whereas the fake profile dataset is 

provided by the Barracuda Labs, a privately held 

company providing security, networking and 

storage solutions based on network appliances and 

cloud services. 

3. The attributes selected in step 1 are needed to be 

extracted from the profiles (fake and genuine). For 

the social networking companies which want to 

implement our scheme don’t need to follow the 



Volume 9, Issue 3, May-June-2023 | http://ijsrcseit.com 

A Hima Bindu et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., May-June-2023, 9 (3) : 167-172 

 

 

 

 
170 

scrapping process, they can easily extract the 

features from their database. We applied to scrap 

off the profiles since no social network dataset is 

available publicly for the research purpose of 

detecting the fake profiles. 

4. After this, the dataset of fake and real profiles are 

prepared. From this dataset, 80% of both profiles 

(real and fake) are used to prepare a training 

dataset and 20% of both profiles are used to 

prepare a testing dataset. We find the efficiency of 

the classification algorithm using the training 

dataset containing 922 profiles and a testing 

dataset containing 240 profiles. 

5. After the preparation of the training and the 

testing dataset, the training dataset is feed to the 

classification algorithm. It learns from the training 

algorithm and is expected to give correct class 

levels for the testing dataset. 

6. The levels from the testing dataset are removed 

and are left for determination by the trained 

classifier. The efficiency of the classifier is 

calculated by calculating the no. of correct 

predictions divided by total no. of predictions. We 

have used three classification algorithms and have 

compared the efficiency of the classification of 

these algorithms. 

The proposed framework in figure 1 shows the 

sequence of processes that need to be followed for 

continues detection of fake profiles with active 

learning from the feedback of the result given by the 

classification algorithm. This framework can easily be 

implemented by social networking companies. 

1. The detection process starts with the selection of 

the profile that needs to be tested. 

2. After the selection of the profile, the suitable 

attributes (i.e. features) are selected on which the 

classification algorithm is implemented. 

3. The attributes extracted is passed to the trained 

classifier. The classifier gets trained regularly as 

new training data is feed into the classifier. 

4. The classifier determines whether the profile is 

fake or genuine. 

5. The classifier may not be 100% accurate in 

classifying the profile so; the feedback of the result 

is given back to the classifier. 

6. This process repeats and as the time proceeds, the 

no. of training data increases and the classifier 

becomes more and more accurate in predicting the 

fake profiles. 

 
Figure 1: Framework for Identification of fake profiles 

 

IV. RESULTS 

 

 
Figure 2: Confusion Matrix 
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Figure 3: Normalized Confusion Matrix 

 

 
Figure 4: Classification Report 

 

 
Figure 5: ROC curve 

 

The efficiency of the Random Forest Classifier in 

classifying data is 95%. We have taken 80% of the data 

for the training dataset and 20% for the testing dataset. 

 

V. CONCLUSION 

 

We have given a framework using which we can 

identify fake profiles in any online social network by 

using Random Forest Classifier with a very high 

efficiency as high as around 95%. Fake profile 

Identification can be improved by applying NLP 

techniques and Neural Networks to process the posts 

and the profiles. In the future, we wish to classify 

profiles by taking profile pictures as one of the features. 
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