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 Distributed database systems are increasingly important due to the massive data 

output, and their effectiveness is largely based on their design. Two key 

processes, fragmentation and allocation, are used to improve the efficiency and 

efficacy of these systems. Effective data fragmentation requires both horizontal 

and vertical categorization of tuples. Advanced optimization techniques are used 

for both fragmentations, such as the Enhanced Arithmetic Optimization (EAO) 

algorithm with Opposition-based Learning (OBL) and Levy Flight Distributer 

(LFD) for vertical fragmentation and the hybrid Aquila Optimizer (AO) with 

Artificial Rabbit Optimization (ARO) algorithm for horizontal fragmentation. 

The fragmented data is securely transmitted using the Fully Homomorphic 

Encryption (FHE) algorithm. The implementation is executed using the Python 

language, and the performance of the proposed algorithms is evaluated using 

different performance parameters. The execution time analysis shows that the 

proposed EAOA algorithm consumes 5.5 seconds for vertical fragmentation, 

while the hybrid AARO algorithm takes 5.9 seconds for horizontal 

fragmentation. The vertical fragmentation is found to be better than the 

horizontal one in DDBMS. 

Index terms: Vertical Fragmentation, Horizontal Fragmentation, Distributed 

Database Processing, Attributes, Optimization-Based Clustering, Security, And 
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I. INTRODUCTION 

 

Database Management System (DBMS) is a computer 

program that is designed to manage data stored in a 

relational database [1]. It is a critical component for 

any organization, as it allows the user to organize, store, 

edit, and retrieve data with relative ease. DBMSs 

provide several features such as security, data integrity, 

scalability, data backup, data recovery, and database 

maintenance [2, 3]. DBMSs can also help organizations 

in incorporating relevant data into their business 

intelligence or analytics platforms. The basic 

components of DBMSs include transaction 

management, structural access control, data 

manipulation, query processing, data definition, and 

relational algebra [4-7]. It is essential to work on the 

data stored in to DBMSs; hence DBMSs use the 
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concepts of ACID compliance to ensure the integrity of 

data in the database. ACID stands for atomicity, 

consistency, isolation, and durability [8, 9].  

The fragmentation model partitions databases into 

smaller subsets for distributed across multiple sites or 

machines[10-13]. It allows horizontal and vertical 

partitioning, reducing response time and providing 

fault tolerance by eliminating single points of failure. 

This model also ensures system reliability and prevents 

unexpected changes from crashing[14-18].  

A novel optimization-based fragmentation approach 

has been proposed to address vertical data 

fragmentation in databases. This approach focuses on 

optimal physical layout and query evaluation 

performance, involving column fragmentation strategy 

and sharding policies. A cost-based analysis system 

balances computational resources, memory usage, 

write and read performance, identifying the best 

fragmentation strategy and sharding policy for the 

application[19-22]. The major contributions of this 

research are given below: 

• To perform an enhanced optimization-based 

clustering for vertical fragmentation  

• To develop a hybrid optimization-based clustering 

algorithm for horizontal fragmentation. 

• To develop a lightweight security algorithm for 

maintaining security while the distribution of 

fragmented data 

• To validate and compare performances by means 

of execution time, communication cost and 

complexity analysis for showing which 

fragmented method provides better results.  

The remaining sections of the research paper are 

organized as follows: the existing literatures related to 

the proposed methodology is reviewed in section 2. 

The detailed explanation about the proposed 

methodologies for both the fragmentation process is 

described in section 3. The simulation result analysis 

and its outcomes are depicted in section 4. Finally, the 

overall conclusion of the research paper is detailed in 

section 5. 

 

II. RELATED WORKS 

 

Some of the existing methods related to this research 

are reviewed here.  

Mehta et.al. [23] proposed the optimal vertical 

fragmentation of distributed databases using the 

differential bond energy algorithm, which determines 

the optimal partition point with less delay, but is better 

for high-dimensional data. Hanan et.al. [24] utilized 

block chain technology for big data security, 

employing techniques like fragmentation, encryption, 

and access control, considering data owner requests 

and minimizing encryption overhead for sensitive data 

sections. Basim et.al. [25] introduced the BVAGQ-AR 

algorithm for fragmented database replication 

management, focusing on synchronous replication and 

splitting databases into distinct chunks. However, it 

faces limitations in handling statement failure and 

application software errors. 

Yong et.al. [26] used the distributed memetic 

algorithm to improve database fragmentation, 

enhancing privacy and utility. The method uses a 

random distributed framework, dynamic grouping 

recombination operator, mutation operators, and two-

dimension selection approach. An efficient heuristic 

horizontal fragmentation is presented and allocation 

technique developed by Ali A.Amer et al. [27]. It 

integrates these tactics into a unified strategy, resulting 

in a significantly enhanced solution for DDBS 

productivity promotion. The detailed illustrations of 

both internal and external evaluations have been 

documented to improve DDBS performance. Mehdi 

Goli et al. [28] proposed a distributed swarm 

intelligence algorithm for vertical fragmentation, 

minimizing operating costs and maximizing 

localization of transaction processing. Adel A. Sewisy 

et al. [29] designed a heuristic query-driven clustering-

based vertical fragmentation approach, aiming to 

cultivate query clusters and avoid discontinuous pieces 

in dynamic and static DDBMS environments. Both 

methods outperform others in terms of computational 

complexity and result optimality.  

 

III.  Proposed Methodology 

 

The main objective of this study aims to create a 

database fragmentation model that supports horizontal 

and vertical partitioning in distributed environments. 

The model ensures safe, coherent tuple-based sub-

databases, enhancing data retrieval efficiency and 

ensuring efficient dispersion over multiple servers. 
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The research introduces an improved version of the 

Enhanced Arithmetic Optimization Algorithm (EAOA) 
to improve the vertical fragmentation strategy. The 

AOA, which has been successful in global issues, is 

combined with Opposition-based learning (OBL) and 

Levy flight distribution (LFD) to address its 

shortcomings in challenging and high-dimensional 

situations.. 

The hybrid Aquila Optimizer (AO) with Artificial 
Rabbit optimization (ARO)-based clustering technique 

is used for horizontal fragmentation of input data. The 

fragmented data is securely transmitted using Fully 

Homomorphic Encryption (FHE), obtained separately. 

The decryption procedure evaluates the encryption's 

effectiveness for both horizontal and vertical 

fragmented data. Data from a dispersed environment is 

processed, and performance comparisons are 

conducted to determine the best fragmentation model 

for distributed environments.. 

3.1 Vertical fragmentation  

In a distributed database, vertical fragmentation is the 

act of breaking out a table vertically based on columns 

or properties. A system stores some of its properties in 

vertical fragmentation, while other systems store the 

remaining attributes. This is because not every website 

will use all of a table's columns. Data privacy may be 

protected by using vertical fragmentation. In order to 

allow most applications to operate in a single fragment, 

vertical partitioning aims to divide a connection into a 

collection of smaller relations. The next subsections 

explain the vertical fragmentation using EAOA with 

proper explanation. 

3.1.2 Enhanced AOA 

In contrast to just executing S or A, OBL is dedicated 

to considering both candidate solutions and their 

opposing solutions, which indicates a better possibility 

to attain the global optimal and quicker acceleration of 

convergence. It is used to locate a solution that is the 

opposite of the current solution, and then it compares 

the values of their fitness functions to see if the 

opposite solution is being employed. For example, 

𝑥 ∗ (𝐶𝑖𝑡𝑒𝑟) is saved if 𝑓(𝑥 ∗ (𝐶𝑖𝑡𝑒𝑟)) ≤ 𝑓(𝑥̅ ∗ 𝐶𝑖𝑡𝑒𝑟)),; if 

not, 𝑥̅ ∗ (𝐶𝑖𝑡𝑒𝑟) is stored. To obtain the opposite answer 

in OBL, the equation is given below. 
𝑥̅ ∗ (𝐶𝑖𝑡𝑒𝑟) = 𝑢𝑏 + 𝑙𝑏 − 𝑥 ∗ (𝐶𝑖𝑡𝑒𝑟)                                

(1) 

where the best solution's location in the current 

iteration is indicated by the symbol 𝑥 ∗ (𝐶𝑖𝑡𝑒𝑟). The 

opposite location of the best solution in the current 

iteration is indicated by the symbol 𝑥̅ ∗ (𝐶𝑖𝑡𝑒𝑟). The 

LRS, which creates a random jump using the Lévy 

distribution, is incorporated into the updated candidate 

solutions, which are also generated based on the 

arithmetic operators of the subset of solutions as in 

AOA. This allows the candidate solution to randomly 

move to a new location in order to search for better 

candidate solutions in each iteration. The parameters 

of the population size (N), the decision variables (Dim) 

depending on the problem's dimension, and the LRS 

define the jump's magnitude and direction. Finding the 

best answer requires a bit more time with LRS's greater 

search space capability than with the original AOA. 

With the help of the LRS (S), the search area of 

exploration in (2) and the exploitation in (3) in the 

projected Levy function are altered.   
𝑎𝑖𝑗(𝐶𝑖𝑡𝑒𝑟 + 1) =

{
𝑏𝑒𝑠𝑡(𝑎𝑗) ÷ 𝑆(𝑀𝑜𝑃𝑛𝑒𝑤 + 𝜀) ((𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝜇 + 𝑙𝑏𝑗) , 𝑟2 < 0.5 

𝑏𝑒𝑠𝑡(𝑎𝑗) × 𝑆(𝑀𝑜𝑃𝑛𝑒𝑤) × ((𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝜇 + 𝑙𝑏𝑗) ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
              (2) 

𝑎𝑖𝑗(𝐶𝑖𝑡𝑒𝑟 + 1) =

{
𝑏𝑒𝑠𝑡(𝑎𝑗) − 𝑆(𝑀𝑜𝑃𝑛𝑒𝑤) ((𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝜇 + 𝑙𝑏𝑗) , 𝑟3 < 0.5 

𝑏𝑒𝑠𝑡(𝑎𝑗) + 𝑆(𝑀𝑜𝑃𝑛𝑒𝑤) × ((𝑢𝑏𝑗 − 𝑙𝑏𝑗) × 𝜇 + 𝑙𝑏𝑗) ,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
        (3) 

To increase the diversity of the potential solutions and 

prevent becoming trapped in local optima, equations (2) 

and (3) are utilized. The suggested technique can 

possibly discover a new candidate at each iteration that 

is not identified by the conventional AOA by enabling 

Lévy Random Steps (LRS) character to explore new 

sections of the search space. First, the decision variable, 

restrictions, and objective function are used to 

determine the fitness function and the optimal solution. 

Because Lévy Random Steps can enhance the 

algorithm's capacity for global search and raise the 

probability of discovering the global optimum, they 

can result in a more reliable and effective optimization 

process. In complicated optimization issues, where it 

may be necessary to investigate several local optima in 

order to identify the global optimum in which this 

method can also be helpful. Algorithm 1 displays the 

pseudo-code of EAOA for vertical fragmentation. 

Algorithm 1: Pseudo-code of EAOA for vertical 

fragmentation 

Initialize the parameters like 𝛼, 𝜇 and initialize the 

solution’s positions randomly. 

Initialize fitness function and best solution for the 

given solutions. 

While (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑢𝑛𝑡 < 𝑀𝑎𝑥 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛) do: 
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Update MoA and MoP using equations  

for 𝑖 = 1 𝑡𝑜 𝑁 solutions do: 
  for 𝑗 = 1 𝑡𝑜 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 do:  
         Generate random variables 𝑟1, 𝑟2, 𝑟3 in [0,1] 

     if 𝑟1 > 𝑀𝑜𝐴 and 𝑟2 < 0.5 

              Apply division using the first logic of 

equation using (2) 

     else if 𝑟1 > 𝑀𝑜𝐴 and 𝑟2 < 0.5 

              Apply multiplication using the second logic 

of equation using (2) 

    else if 𝑟1 ≤ 𝑀𝑜𝐴 and 𝑟3 < 0.5 

               Apply Subtraction using the first logic of 

equation using (3) 

    else if 𝑟1 ≤ 𝑀𝑜𝐴 and 𝑟3 ≥ 0.5 

              Apply Addition using the first logic of 

equation using (3) 

    end if 
   end for 
Calculate the fitness function for updated solutions. 

Find the opposite solution of the best solution using 

equation (1). 

Calculate the fitness function of both current and its 

opposite solutions using. 

Set the better one as 𝑥 ∗  (𝐶𝑖𝑡𝑒𝑟 + 1) 

end for  
Increase iteration count  

end while  
Return the best solution. 

 

3.2 Horizontal fragmentation 

The technique of separating a table horizontally by 

assigning a relation to each row (or set of rows) is 

known as horizontal fragmentation. Afterwards, 

distinct locations within the distributed system can be 

allocated to these pieces. So, in this research, hybrid 

AARO algorithm is developed to perform the 

horizontal fragmentation for the utilized datasets.  

 

3.2.1 Hybrid AARO algorithm 

The program mimics aquila predatory behavior 

during AO exploration, updating search agent 

locations. However, local optima and poor escape 

mechanisms hinder its effectiveness. The ARO 

algorithm has strong local utilization potential, but 

early defects hinder its exploitation. Algorithm 2 

displays the pseudo-code of the suggested hybrid 

AARO algorithm. 

 

Algorithm 2: Pseudo-code of the proposed Hybrid 

AARO algorithm 

Initialize the population size N and the maximum 

iterations T. 

Initialize the location of each search agent 𝑋𝑖(𝑖 =

1, 2, … , 𝑁). 

While 𝑡 ≤ 𝑇 

Check if the position goes beyond the search limits 

and adjust it. 

Compute the fitness value of all search agents. 

Set 𝑋𝑏𝑒𝑠𝑡 as the best solution obtained so far 

for each 𝑋𝑖 

Calculate the fitness function. 

    if 𝐹(𝑥) ≥ 1 then //exploration of AO 

         if 𝑟𝑎𝑛𝑑 ≤ 0.5 then 

               Update the search agent’s position 

         else 
               Update the search agent’s position 

         end if 
    else 
          Estimate the energy factor E 

           if 𝐸 > 1    
                 Update search agents position // Detour 

foraging of ARO 

           else 
                   Update search agents position // Random 

hiding of ARO 

          end if 
   end if 
end for 
Perform 𝑡 = 𝑡 + 1 

end while 
Return 𝑋𝑏𝑒𝑠𝑡  

 

3.3 Security in fragmentation 

Data and information systems must be protected from 

abuse, illegal access, and alteration by means of 

security. Distributed database security is concerned 

with safeguarding data from individuals or harmful 

software.  The four primary security components of a 

distributed system are multi-level access control, 

authorization, encryption, and security authentication. 

Encryption is used in this study to safeguard the two 

fragmented data sets for processing later on. It is a 

method of encoding data such that only individuals 

with the proper authorization may decode it. The FHE 

method is suggested in this study to carry out 

encryption in both fragmented data; a thorough 
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explanation of the algorithm is provided in section 

3.3.1. 

3.3.1 FHE algorithm 

Let HE be a homomorphic encryption scheme. If HE is 

an FHE scheme, then it is the set of the augmented 

decryption circuit (DH E) and the decryption circuit 

(H E) are in the allowed circuit set CH E. The six phases 

of an effective FHE technique are Setup, KeyGen, 

Encrypt, Decrypt, Add, and Multi. Dowlin [30] devised 

this approach, which is explained as follows: 

• 𝐹𝐻𝐸. 𝑆𝑒𝑡𝑢𝑝 (1𝑛): Input the security parameter 𝑛 =

2𝑘, where 𝑘 ∈  𝑍+. Then choose a sufficiently large 

prime modulus 𝑞 , where 𝑞 𝑚𝑜𝑑 𝑛 ≡  1 . The 

modulus 𝑡 satisfies the condition that 1 < 𝑡 <  𝑞, 

where 𝑡 is a small plaintext modulus. Coefficients 

of distributions 𝜒𝑘𝑒𝑦  and 𝜒𝑒𝑟𝑟  are randomly 

chosen from 𝜓̅𝛽 . Let 𝑝𝑎𝑟𝑎𝑚𝑠(𝑛, 𝑞, 𝑡, 𝜒𝑘𝑒𝑦 , 𝜒𝑒𝑟𝑟). 

• 𝐹𝐻𝐸. 𝐾𝑒𝑦𝐺𝑒𝑛 (𝑝𝑎𝑟𝑎𝑚𝑠) : Input the parameter 

𝑝𝑎𝑟𝑎𝑚𝑠, choose 𝑓′ and 𝑔 from the key distribution 

𝜒𝑘𝑒𝑦 randomly, namely 𝑓′, 𝑔 ← 𝜒𝑘𝑒𝑦. Set 𝑓 = [1 +

𝑡𝑓′]𝑞 , generate a new 𝑓  if it has not the inverse 

element 𝑓−1. Generate vectors 𝑒, 𝑠 ∈ 𝑅𝑙 randomly, 

and each component is chosen from 𝜒𝑒𝑟𝑟. Set, 𝛾 =

[𝑝𝑜𝑤𝑒𝑟𝑠 𝑜𝑓 2(𝑓) + 𝑒 + ℎ𝑠⃗⃗⃗⃗⃗]𝑞 , where ℎ = [𝑡𝑔𝑓′]𝑞 . 

Output the public key 𝑝𝑘 =  ℎ, the secret key 𝑠𝑘 =

 𝑓 and the evaluation key 𝑘 =  𝛾 . 
• 𝐹𝐻𝐸. 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 (𝑝𝑘, 𝑚𝜖𝑅𝑡): To encrypt a plaintext 

𝑚, generate the ciphertext as follows: 

𝑐 = [⌊
𝑞

𝑡
⌋ 𝑚 + 𝑒2 + ℎ𝑠2]𝑞 

Where, error terms 𝑒2  and 𝑠2  are randomly chosen 

from 𝜒𝑒𝑟𝑟. 

• 𝐹𝐻𝐸. 𝐷𝑒𝑐𝑟𝑦𝑝𝑡 (𝑠𝑘, 𝑐) : Given the ciphertext 𝑐 and 

the secret key 𝑠𝑘, the plaintext 𝑚 can be recovered 

as follows: 

𝑚 = [⌊𝑡/𝑞. [𝑓𝑐]𝑞⌋]𝑡 

• 𝐹𝐻𝐸. 𝐴𝑑𝑑 (𝑐1, 𝑐2) : Given two ciphertexts 𝑐1 and 

𝑐2, the fresh ciphertext 𝑐𝑎𝑑𝑑 =  [𝑐1 +  𝑐2]𝑞 . 
• 𝐹𝐻𝐸. 𝑀𝑢𝑙𝑡𝑖 (𝑐1, 𝑐2): Given two ciphertexts 𝑐1 and 

𝑐2 , firstly compute 𝑐𝑡𝑒𝑚𝑝  =  [⌊𝑡/𝑞. (𝑐1 ・ 𝑐2)⌋]𝑞  , 

then switch 𝑐𝑡𝑒𝑚𝑝′s secret key as follows 

𝑐𝑚𝑢𝑙 = [< 𝐵𝑖𝑡 𝐷𝑒𝑐𝑜𝑚𝑝(𝑐𝑡𝑒𝑚𝑝), 𝑒𝑣𝑘 >]
𝑞

 

 

Also, Gentry’s idea of raising the modulus is used to 

switch the secret key. 

 

 

4. Simulation results and analysis 

The proposed method, tested using Python 3.7 on an 

8GB RAM-equipped PC, demonstrated its efficacy in 

terms of execution time, query processing time, error 

function, and security algorithm encryption and 

decryption times. The fragmentation procedure was 

carried out using three different datasets, and the 

results were analyzed and discussed in detail..   

 

4.1 Dataset description 

This study uses three dataset types: Iris, Wine, and 

Mushroom, to evaluate the effectiveness of 

fragmentation method for DDBMSs. Iris is a popular 

machine learning and statistics dataset, consisting of 

three classes with fifty instances. Wine Data includes 

chemical examinations of wines from three varietals in 

Italy, with 13 components found in different amounts. 

Mushroom Data includes descriptions of 23 gilled 

mushroom species, classified as toxic, edible, or 

unknown edibility. The study aims to compare 

fragmentation methods for DDBMS.. 

 

4.3 Performance analysis  

This section analyzes the performance of Vertical and 

Horizontal fragmentation using EAOA and hybrid 

AARO algorithms, comparing them with existing 

algorithms like AOA, CSO, AO, and ARO. It also 

examines security metrics like encryption and 

decryption time for the proposed FHE and existing 

RSA and Blowfish algorithms. Convergence analysis is 

performed on both models and is shown in figure 1. 

The proposed EAOA method converges after 50 

iterations, compared to the AOA and CSO algorithms 

which converge after 70 and 90 respectively for 

vertical fragmentation which is depicted in figure 1(a). 

The EAOA model obtains the optimal value with a 

smaller number of iterations due to the advantage of 

both LFD and OBL in the AOA algorithm, which 

influences the function of original exploitation and 

exploration, leading to effective enhancement. The 

convergence analysis  as shown in figure 1(b) for 

horizontal fragmentation using the hybrid AARO 

algorithm for the Iris dataset shows the optimal value 

in 60 iterations, due to the global exploration phase of 

AO and local exploration phase of ARO. The 

convergence analysis also shows better results for all 

vertical fragmentation processes on every dataset. 

Figures 2 to 4 displays the performance analysis of 
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execution time for Iris, Wine and Mushroom datasets 

respectively. Execution time is defined as the time 

taken to complete the clustering process and this 

analysis is taken for both the vertical and horizontal 

fragmentation. From the analysis, it is shown that the 

execution time of EAOA on Iris is 4.8s, Wine is 5.5s 

and Mushroom 5.4s for vertical fragmentation process. 

Likewise, the execution time of Iris is 4.8s, Wine is 5.8s 

and Mushroom is 5.8s for hybrid AARO algorithm to 

perform the horizontal fragmentation. From the 

analysis, it is shown that the vertical fragmentation is 

better than the horizontal fragmentation in execution 

time analysis. The query processing time analysis is 

displayed in figure 5 to 7 for each dataset and for both 

fragmentations. The definition of query processing 

time is that the time required to process the query for 

each fragmentation process. The query processing time 

is different for each dataset as the size of data is 

different from each other. Also, the result analysis 

shows that the proposed model of each fragmentation 

technique displays the smaller processing time 

compared to the existing algorithms. In addition to this, 

the vertical fragmentation process is comparatively 

better than the horizontal fragmentation in query 

processing time. Figure 8 displays the performance 

analysis of fragmentation error on each dataset. Here, 

the fragmentation error is defined as the inefficiency 

known as unnormalized variance caused by variations 

from the mean value within a fragment. If the fragment 

𝐹𝑖 stores the tuples from index 𝑆𝑡𝑎𝑟𝑡 (𝐹𝑖) to 𝐸𝑛𝑑 (𝐹𝑖) 

and the number of tuples it includes is 𝑆𝑖𝑧𝑒 (𝐹𝑖) =

𝐸𝑛𝑑 (𝐹𝑖) − 𝑆𝑡𝑎𝑟𝑡 (𝐹𝑖) , then the following equation 

represents the fragmentation error on both 

fragmentation approaches.  

 

𝐸(𝐹𝑖) = ∑ (𝑉(𝑥) −
𝑉𝑎𝑙𝑢𝑒 (𝐹𝑖)

𝑆𝑖𝑧𝑒 (𝐹𝑖)
)

2 𝐸𝑛𝑑 (𝐹𝑖)
𝑥=𝑆𝑡𝑎𝑟𝑡 (𝐹𝑖)                                          

(4) 

 

From the graph analysis, it is shown that the 

fragmentation error value is lesser for vertical 

fragmentation than the horizontal fragmentation 

approach. Because, the vertical fragmentation allows 

parallel processing on a relation and increase the 

clustering efficiency of proposed optimization model 

due to the frequently used and rarely used attributes 

are clustered separately. 

 
(a) For Vertical 

fragmentation 

(Iris)  

 
(b) For Horizontal 

fragmentation 

(Iris) 

 
(c) For Vertical 

fragmentation 

(Wine) 

 
(d) For Horizontal 

fragmentation 

(Wine) 

 
(e) For Vertical 

fragmentation 

(Mushroom) 

 
(f) For Horizontal 

fragmentation 

(Mushroom) 

 

Figure 1: Convergence analysis for all three datasets 
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(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation 

Figure 2: Execution time analysis for Iris dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 3: Execution time analysis for Wine dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 4: Execution time analysis for Mushroom 

dataset 

 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 5: Query processing time analysis for Iris 

dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 6: Query processing time analysis for Wine 

dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 7: Query processing time analysis for 

Mushroom dataset 
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(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 8: Fragmentation error analysis 

In addition to this, the vertical fragmentation 

generates the fragments with minimal extraneous data. 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 8: Encryption time analysis for Iris dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 9: Encryption time analysis for Wine dataset 

 
(a) For vertical 

fragmentation  

 
(b) For horizontal 

fragmentation  

Figure 10: Encryption time analysis for Mushroom 

dataset 

 
(c) For vertical 

fragmentation  

 
(d) For horizontal 

fragmentation  

Figure 11: Decryption time analysis for Iris dataset 

 
(c) For vertical 

fragmentation  

 
(d) For horizontal 

fragmentation  

Figure 12: Decryption time analysis for Wine dataset 
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(c) For vertical 

fragmentation  

 
(d) For horizontal 

fragmentation  

Figure 13: Decryption time analysis for Mushroom 

dataset 

 

The proposed FHE model, compared to existing RSA 

and AES algorithms, shows lower encryption and 

decryption times. The analysis of encryption time and 

decryption time is conducted using standard addition 

and multiplication operations are shown iin figures 8 

to 10 and 11 to 13 respectively. The proposed model's 

efficiency is evaluated by estimating these parameters. 

The FHE algorithm is particularly effective in 

untrusted environments, as it performs both 

encryption and decryption on the sender and receiver 

side, resulting in less time spent on both sides. This 

results in a more efficient and secure security solution.  

 

IV. Conclusion  

 

This research was focused on to design both vertical 

and horizontal fragmentation in DDBM system using 

enhanced and hybrid optimization algorithm. For that, 

EAOA was developed to perform the vertical 

fragmentation and hybrid AARO algorithm was 

proposed to perform the horizontal fragmentation to 

find out the best fragmentation type for DDBM system. 

Also, a security algorithm namely, FHE was applied to 

perform the secure data transmission from one to end 

to another without violating the information presented 

in the database. Finally, the performance analysis was 

done for both the fragmentation methods and from 

that it was proved that the vertical fragmentation is 

better than the horizonal fragmentation. Because, 

vertical fragmentation allows tuples to be split so that 

each part of the tuple is stored where it is most 

frequently accessed. Also, it clusters the fragmented 

data with less execution time and retrieves the query 

response with less processing time. For instance, the 

execution time of the Mushroom dataset is 5.6s for 

vertical fragmentation and 5.8s for horizontal 

fragmentation as well as the query processing time of 

the Mushroom dataset is 0.26s for vertical 

fragmentation and 0.29s for horizontal fragmentation. 

From the result analysis, it was concluded that the 

vertical fragmentation was better than the horizontal 

fragmentation for database processing system. In 

future, developments in database technology will 

promise to deliver unprecedented scalability, 

performance, and insights, from the emergence of 

distributed databases and cloud-based solutions to the 

incorporation of artificial intelligence and machine 

learning.  
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