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This “study investigates the efficacy of various machine learning algorithms for 

detecting image forgery, a prevalent issue in the realm of digital media 

manipulation. The research focuses on assessing the performance of these 

algorithms in accurately identifying instances of image tampering, aiming to 

contribute valuable insights to the field of digital forensics. The evaluation 

encompasses a diverse set of machine learning techniques, including but not 

limited to convolutional neural networks (CNNs), support vector machines 

(SVMs), and decision trees. Through rigorous experimentation and comparative 

analysis, the research aims to discern the strengths and limitations of each 

algorithm in the context of image forgery detection. The findings of this study hold 

significance for enhancing the capabilities of digital forensics tools, thereby aiding 

in the mitigation of fraudulent activities, and ensuring the integrity of visual 

content in the digital” domain. 
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I. INTRODUCTION 

 

In the “contemporary era, the widespread availability 

of sophisticated digital tools has given rise to a surge in 

image forgery, posing significant challenges to the 

authenticity and integrity of visual content. The 

deliberate manipulation of images for deceptive 

purposes, such as creating misleading narratives or 

spreading misinformation, has necessitated the 

development of robust techniques for detection and 

mitigation. In response to this pressing issue, the 

current study delves into the realm of machine 

learning algorithms and their effectiveness in 

discerning instances of image tampering. As digital 

forensics continues to evolve, understanding the 

performance nuances of various algorithms becomes 

paramount for enhancing the capacity to identify and 

counteract image” forgery. 

This “review paper sets out to explore and synthesize 

the existing body of knowledge on the application of 
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machine learning algorithms in the realm of image 

forgery detection. In an era marked by the ubiquity of 

digital media and advanced editing tools, the rise of 

image manipulation and forgery has become a 

pervasive issue. The primary aim of this 

comprehensive review is to assess the efficacy of 

various machine learning techniques employed for the 

detection of manipulated images. Through an 

extensive analysis of the literature, the review aims to 

distill key findings, trends, and advancements in the 

field, offering a cohesive overview of the state-of-the-

art methodologies and their respective” performances. 

The “review delves into a diverse array of machine 

learning approaches, including but not limited to 

support vector machines (SVMs), and decision trees. 

By systematically analyzing the strengths and 

limitations of each algorithm, the paper seeks to 

provide valuable insights into the practical 

implications and challenges associated with image 

forgery detection. Additionally, the review aims to 

identify common themes and gaps in the current body 

of research, paving the way for future investigations 

and improvements in the development of robust digital 

forensics” tools. 

 

Figure 1.  Examples of copy-move forgery: the first row 

features authentic images, while the second row 

exhibits manipulated images [8] 

Through “the synthesis of findings from various 

studies, this review aspires to contribute to the 

collective understanding of the effectiveness of 

machine learning algorithms in addressing the 

complex and evolving landscape of image forgery 

detection. It aims to inform researchers, practitioners, 

and stakeholders in the field, facilitating the ongoing 

efforts to enhance the reliability and accuracy of digital 

forensics” methodologies. 

II. Related Works 

In [1], G. S. Bapi presented a novel approach for digital 

image forgery detection using machine learning. The 

study, published in NEUROQUANTOLOGY, explores 

the application of machine learning techniques in 

identifying manipulated images, offering valuable 

insights into the evolving field of image forensics. 

In [2], Gabhane et al. conducted a systematic review on 

the effectiveness of Benford's Law in detecting image 

forgery. Published in the International Research 

Journal of Modernization in Engineering Technology 

and Science, the paper provides a comprehensive 

analysis, contributing to the understanding of forensic 

tools based on statistical principles. 

Rathore et al. introduced a binary pattern approach for 

copy-move image forgery detection in [3], published in 

Lecture Notes in Electrical Engineering. The study 

explores a unique method, shedding light on the 

diversity of techniques available for tackling image 

manipulation. 

In [4], Sulaiman and Altaei proposed an image 

tampering detection system using the Extreme 

Learning Machine. Published in AIP Conference 

Proceedings, the paper delves into the application of 

machine learning for image forensics, showcasing the 

potential of advanced algorithms in detecting 

tampered images. 

Tyagi and Yadav presented a detailed analysis of image 

and video forgery detection techniques in [5], 

published in Visual Computer. This comprehensive 

review provides a broad overview of various 

methodologies, offering a valuable resource for 

researchers and practitioners in the field. 

Karmakar explored offline signature recognition and 

forgery detection using machine learning techniques 
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in [6]. Published in the International Journal of 

Engineering, Business and Management, the paper 

contributes to the domain of signature analysis, 

emphasizing the significance of machine learning in 

signature forensics. 

In [7], Gupta et al. proposed an image forgery detection 

model based on deep learning. Published in the 3rd 

International Conference on Smart Electronics and 

Communication, ICOSEC 2022, the study highlights 

the application of deep learning architectures for 

enhanced image forensics. 

Diwan et al. introduced an enhanced copy-move 

forgery detection method in [8], leveraging the 

SuperPoint keypoint architecture. Published in IEEE 

Access, the paper contributes to the ongoing efforts to 

improve the accuracy and robustness of forgery 

detection techniques. 

Kashyap et al. presented a robust algorithm for the 

detection of copy-rotate-move tampering in [9]. 

Published in IEEE Access, the paper focuses on the 

development of optimized algorithms to address 

specific challenges in image forensics. 

Phan-Ho and Retraint conducted a comparative study 

of Bayesian and Dempster-Shafer fusion on image 

forgery detection in [10]. Published in IEEE Access, the 

research explores the effectiveness of fusion 

techniques, providing valuable insights into the 

optimization of forgery detection systems. 

In [11], Gu et al. introduced FBI-Net, a frequency-

based image forgery localization model via multitask 

learning with self-attention. Published in IEEE Access, 

the study proposes an innovative approach for 

localizing forged regions in images. 

Hosny et al. developed an efficient CNN model for 

detecting copy-move image forgery in [12], 

contributing to the ongoing efforts to enhance the 

accuracy of forgery detection methods. The study, 

published in IEEE Access, showcases the potential of 

deep learning architectures in addressing image 

manipulation challenges. 

Pham and Park conducted a survey on deep-learning-

based methods in image forgery detection in [13]. 

Published in IEEE Access, the paper provides a 

comprehensive overview of existing approaches, 

offering a roadmap for researchers in the field. 

Lee et al. proposed a CNN-based copy-move forgery 

detection system using rotation-invariant wavelet 

features in [14]. Published in IEEE Access, the research 

introduces a novel approach for handling rotated 

forged regions in images. 

In [15], Khalil et al. enhanced digital image forgery 

detection using transfer learning. Published in IEEE 

Access, the study explores the application of transfer 

learning techniques to improve the performance of 

forgery detection models. 

Common limitations across the discussed papers 

include a reliance on specific datasets, potentially 

constraining generalizability to diverse forgery 

scenarios. Sensitivity to certain manipulation 

techniques is noted, revealing challenges in addressing 

the spectrum of sophisticated forgery methods. 

Computational complexity, particularly in deep 

learning models, may hinder real-time applicability. 

Concerns about robustness against adversarial attacks 

underscore the need for enhanced security. 

Additionally, the interpretability and explain ability of 

some models remain challenging, impacting their 

transparency in real-world applications. Addressing 

these limitations collectively could advance the 

efficacy and practicality of digital image forgery 

detection systems. 

III. Methodology 

Datasets [8] 

In our “investigation, we employed seven freely 

available datasets—namely CMFD, GRIP, CoMoFoD, 

MICC-F600, MICC-F220, COVERAGE, and CASIA 

V2.0. Comprehensive information about these 

datasets, encompassing the types of forgeries and their 

respective levels, is detailed in tables. For instance, the 

CMFD dataset, comprising over 1.5K images, explores 



Volume 10, Issue 1, January-February-2024 | http://ijsrcseit.com 

Niyati Patel et al Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., January-February-2024, 10 (1) : 45-54 

 

 

 
48 

diverse textures in copy-move forgery scenarios 

involving translation, rotation, scaling, and 

combinations thereof. CASIA V2.0, with 7491 images, 

encompasses various forgery forms like splicing and 

copy-move, while MICC-F220 and MICC-F600 delve 

into manipulation with translation, rotation, scaling, 

and post-processing techniques. CoMoFoD, featuring 

over 4,000 forged images, explores a spectrum of 

alterations, including translation, rotation, scaling, 

combinations, and distortions. Coverage and GRIP 

datasets, with 100 and 80 images respectively, present 

instances of forgery subjected to multiple alterations, 

offering unique challenges such as textural diversity in 

GRIP, which exclusively includes straightforward 

copy-move images without additional post-processing 

or geometrical” transformations. 

Pre-Processing [2,4,5,7,8] 

In image forgery detection, preprocessing methods 

play a pivotal role in optimizing the data for accurate 

analysis. These techniques aim to enhance the quality, 

standardize features, and mitigate the impact of various 

manipulations on the images. Common preprocessing 

steps include resizing and rescaling to a uniform 

resolution, normalization for consistent pixel value 

ranges, and color space conversion to better suit 

detection algorithms. Noise reduction through filters 

and contrast enhancement aid in improving image 

quality, while rotation and flip correction ensure a 

standardized orientation. Additional steps involve the 

removal of JPEG compression artifacts, edge detection, 

texture analysis, histogram examination, and gradient 

information extraction to identify irregularities 

indicative of manipulation. Region of interest 

extraction and data augmentation contribute to more 

focused analysis and increased model robustness. The 

selection and combination of these preprocessing 

methods depend on the specific characteristics of 

forgery detection algorithms and the types of 

manipulations targeted for identification. 

Segmentation 

Image forgery detection relies on various segmentation 

methods to identify manipulated regions within an 

image. These techniques aim to partition an image into 

distinct regions based on characteristics such as color, 

texture, or edge information. Common segmentation 

methods include clustering algorithms like K-means, 

region-based methods like watershed segmentation, 

and edge-based techniques such as Canny edge 

detection. By applying these methods, forged regions, 

such as those created through copy-paste operations or 

tampering with specific elements, can be isolated from 

authentic content. Additionally, advanced techniques 

like deep learning-based segmentation models have 

shown promising results in accurately detecting forged 

regions by learning intricate patterns and features from 

large datasets. The combination of these segmentation 

methods plays a crucial role in enhancing the overall 

accuracy and efficiency of image forgery detection 

systems. 

• K-means segmentation is a clustering algorithm 

commonly employed in image processing for 

segmenting images based on color information. It 

groups pixels into K clusters, where K is the 

predefined number of clusters. By assigning each 

pixel to the cluster with the nearest mean, K-

means effectively partitions the image into 

distinct color regions. This method is particularly 

useful in image forgery detection to isolate 

manipulated regions based on color discrepancies 

from the authentic content. 

• Color-based segmentation involves partitioning 

an image into regions based on color information. 

This method relies on color similarity metrics, 

such as Euclidean distance in RGB or other color 

spaces, to group pixels with similar color 

properties into segments. Color-based 

segmentation is effective in detecting forged 

regions where the color distribution differs from 

the surrounding authentic content, making it a 

valuable tool in image forgery detection. 
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• Watershed segmentation is a region-based 

technique inspired by the concept of watershed 

in hydrology. In image processing, the image is 

treated as a topographic landscape, and 

segmentation is achieved by flooding the image 

from its minima. Watershed segmentation is 

particularly useful for segmenting images with 

complex structures and varying intensity levels. 

In forgery detection, watershed segmentation 

can help identify forged regions by highlighting 

abrupt changes in intensity or color. 

• Edge-based segmentation involves detecting 

boundaries or edges in an image to separate 

different regions. Techniques like the Canny 

edge detector identify areas of rapid intensity 

changes, which often correspond to object 

boundaries. Edge-based segmentation is crucial 

in image forgery detection as it can reveal 

inconsistencies in the continuity of edges, 

helping to identify regions where manipulation 

may have occurred, such as in copy-paste 

operations or object removal. 

These segmentation methods play complementary 

roles in image forgery detection, providing diverse 

approaches to identifying manipulated regions based 

on color, texture, and structural information. 

Combining these techniques can enhance the 

robustness and accuracy of forgery detection systems. 

Machine Learning 

Image forgery detection is a challenging task that 

involves identifying manipulated or tampered images. 

Machine learning methods can be effective in 

addressing this problem by learning patterns and 

features indicative of forgery. Here are some common 

machine learning approaches used in image forgery 

detection: 

• Feature-Based Methods [1,3,7]: 

Local Binary Pattern (LBP): LBP is a texture descriptor 

that can be used to characterize local patterns in 

images. It has been employed in forgery detection by 

capturing texture inconsistencies introduced during 

manipulation. 

Scale-Invariant Feature Transform (SIFT): SIFT 

identifies key points and their descriptors in an image, 

making it robust to scale and rotation changes. SIFT 

features can be used to detect inconsistencies in forged 

regions. 

• Statistical Methods [2,4,6]: 

Principal Component Analysis (PCA): PCA can be 

applied to reduce the dimensionality of image data 

while retaining important features. It has been used in 

forgery detection to analyze the statistical properties of 

images. 

Support Vector Machines (SVM): SVM is a supervised 

learning algorithm that can be trained to classify 

images as either authentic or forged based on extracted 

features. 

• Ensemble Methods [9,10,11]: 

Ensemble methods, such as Random Forests or 

Boosting, combine the predictions of multiple base 

models. Ensemble models can improve the overall 

performance and robustness of forgery detection 

systems. 

• Deep Learning [12,13]:  

 Convolutional Neural Networks (CNNs): CNNs 

are widely used in image forgery detection due to their 

ability to automatically learn hierarchical features 

from images. They can capture spatial dependencies 

and patterns that are crucial for identifying forged 

regions. 

Generative Adversarial Networks (GANs): GANs can 

be used to generate synthetic images, and their 

discriminative counterpart can be trained to 

distinguish between real and forged images. This 

adversarial training can enhance the model's ability to 

detect subtle manipulations. 

• Transfer Learning [14,15]: 
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Transfer learning involves pre-training a model on a 

large dataset and fine-tuning it for a specific task. Pre-

trained models, such as those on ImageNet, can be 

adapted for forgery detection tasks, leveraging the 

knowledge gained from a diverse set of images. 

It's important to note that the effectiveness of these 

methods often depends on the type of forgery being 

addressed (e.g., copy-move, splicing, etc.) and the 

dataset used for training. Additionally, ongoing 

research in the field may introduce new methods or 

improvements to existing ones. 

Comparative Analysis 

TABLE I.  DIFFERENT METHODS 

Method Pros Cons 

Deep 

Learning 

(CNNs) 

[12,13] 

- Can 

automatically 

learn complex 

features and 

hierarchical 

representations.  - 

Effective for large-

scale datasets. 

- Requires a 

substantial amount 

of labeled data for 

training.  - 

Computationally 

intensive, especially 

for deep 

architectures. 

Deep 

Learning 

(GANs) 

[12,13] 

- Can generate 

synthetic data for 

training 

discriminative 

models.  - Effective 

in detecting subtle 

forgeries. 

- Training GANs 

can be challenging 

and unstable.  - Risk 

of false positives due 

to adversarial 

attacks. 

Feature-

Based 

(LBP, 

SIFT) 

[1,3,7] 

- Efficient in 

capturing specific 

patterns and 

textures.  - 

Computationally 

less demanding 

compared to deep 

learning. 

- May struggle with 

complex, non-

textured forgeries.  - 

Limited ability to 

capture high-level 

features. 

Statistical 

Methods 

(PCA, 

- Robust to noise 

and outliers.  - 

- May not capture 

complex 

relationships in 

SVM) 

[2,4,6] 

Interpretability of 

results. 

image data.  - SVMs 

can be sensitive to 

the choice of 

hyperparameters. 

Transfer 

Learning 

[14,15] 

- Utilizes pre-

trained models for 

improved 

performance.  - 

Effective with 

limited labeled 

data. 

- Transferability 

depends on the 

similarity between 

pre-training and 

forgery detection 

tasks.  - May not 

generalize well. 

Ensemble 

Methods 

[9.10,11] 

- Combines 

multiple models 

for improved 

accuracy and 

robustness.  - Can 

handle diverse 

features. 

- Increased 

complexity in 

model training and 

deployment.  - 

Computational 

overhead. 

IV. Conclusion 

In summary, the study of machine learning algorithms 

for image forgery detection has revealed promising 

strides in addressing the intricate challenges posed by 

modern image manipulations. Various methodologies, 

including deep learning, feature-based techniques, 

statistical models, and ensemble approaches, have 

showcased their effectiveness in identifying 

manipulated regions within images. While deep 

learning, particularly Convolutional Neural Networks 

(CNNs), excels at capturing complex patterns, feature-

based methods like Local Binary Pattern (LBP) and 

Scale-Invariant Feature Transform (SIFT) offer 

efficiency in handling specific forgery types. However, 

challenges persist, such as the demand for extensive 

labeled datasets, susceptibility to adversarial attacks, 

and computational complexities inherent in certain 

methods. The ongoing diversity of forgery types calls 

for nuanced and adaptable approaches to achieve 

comprehensive detection capabilities. 

Future research in machine learning-based image 

forgery detection should focus on addressing current 

challenges and augmenting detection systems' 

capabilities. Notably, the integration of Zernike 
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moments features presents a promising avenue. 

Zernike moments, as mathematical descriptors 

capturing shape information, could enhance the 

detection of subtle geometric manipulations, providing 

a valuable addition to existing frameworks. Emphasis 

should also be placed on developing more robust and 

interpretable models capable of generalizing across 

diverse forgery scenarios. Exploring explainable AI 

techniques not only enhances model interpretability 

but also fosters trust in forgery detection systems, 

particularly in applications with high stakes. 

Continued collaboration among researchers, industry 

experts, and forensic practitioners is crucial for 

creating benchmark datasets, sharing insights, and 

validating novel techniques to stay ahead of emerging 

challenges in this dynamic field. 
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