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ABSTRACT 

Academic performance prediction of students is actually a challenging task in current scenario. To enhance the 

quality of education system, student performance analysis plays a vital role for decision support. Evaluation of 

students’ performance is an important aspect in every educational institute.  Important decisions can be made 

by the academic leaders with the help of the huge data available to them using various algorithms.Clustering is 

the grouping of a particular set of objects based on their characteristics and aggregating them according to their 

similarities. In this paper data clustering is used as k-means clustering to evaluate students’ performance. 

Keywords- Data mining, Clustering, Classification, K Means Clustering Algorithm 

 

I. INTRODUCTION 

 

The growth in information and statement technologies has changed the way in which large quantities of 

information are accessed, such that the work of academic leaders is reduced or made easy. Important decisions 

can be made by the academic leaders with the help of the huge data available to them using various 

algorithms.Thisresearch paper presents k-means clustering algorithm as a simple and efficient tool to monitor 

the progression of students’ academic performance. 

Cluster analysis could be divided into hierarchical clustering and non-hierarchical clustering 

techniques[5,8,25,28]. Examples of hierarchical techniques are single linkage, complete linkage, average linkage, 

median, and Ward. Non-hierarchical techniques include k-means, adaptive k-means, k-medoids, and fuzzy 

clustering. To determine which algorithm is good is a function of the type of data available and the particular 

purpose of analysis. In more objective way, the stability of clusters can be investigated in simulation studies. 

The problem of selecting the “best” algorithm/parameter setting is a difficult one. A good clustering algorithm 

ideally should produce groups with distinct non-overlapping boundaries, although a perfect separation cannot 

typically be achieved in practice. Figure of merit measures (indices) such as the silhouette width score can be 

used to evaluate the quality of separation obtained using a clustering algorithm. The concept of stability of a 

clustering algorithm was considered in. The idea behind this validation approach is that an algorithm should be 

rewarded for consistency. [5,8,25,28]  
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The clustering algorithm used in the proposed methodology is K-means algorithm. . K-means is one of the 

easiest algorithms of unsupervised learning used for clustering [5]. Clustering is the grouping of a particular set 

of objects based on their characteristics and aggregating them according to their similarities[19,20,23]. With 

respect to data mining this methodology partitions the data implementing a specific join algorithm, most 

suitable for the desired information analysis. It allows an object not to be part of a cluster, or strictly belong to 

it, calling this type of grouping hard partitioning.In the other hand, soft partitioning states that every object 

belongs to a cluster in a determined degree. More specific divisions can be possible to create objects belonging 

to multiple clusters, to force an object to participate in only one cluster or even construct hierarchical trees on 

group relationships. The clustering algorithm used in the proposed methodology is parallel k-Means algorithm. 

It is one of the most popular and simple clustering algorithms is K-Means which, was first published in 1955. In 

spite of the fact that K-Means was proposed over 50 years ago and thousands of clustering algorithms have been 

published since then, K-Means is still widely used. 

Clustering is the data mining technique that has attracted a great deal of attention in the information industry 

and in society as a whole, due to the wide availability of huge amount of data and imminent need for turning 

such data into useful information and knowledge.In this paper, we used k-means clustering algorithm, elbow 

method and silhouette score in the analysis of the students’ academic performance prediction. 

 

II. LITERATURE SURVEY 

 

Prashantsaxena, Govil M. C. [5], in there paper they apply the k-means clustering technique to analyze the 

relationship between students behavioral and their success. In this paper an extraction method known as 

principal component analysis is used for predicting cluster analysis. The primary data is collected from a self-

finance university, based at Jaipur, India.Questionnaire method is also used to collect data based on some 

selected input variables. They conclude that type of school is not influence student performance and parent’s 

occupation plays a major role in predicting performance.   

Md. Hedayetul Islam Shovon, MahfuzaHaque [7],  in there paper present a hybrid procedure based on decision 

tree and k means data clustering algorithm to predict students GPA and based on this instructor take decisions 

to improve students’ academic performance. 50 training samples are taken for processing. After applying 

algorithm on training data students are divided in three classes i.e. High, Medium and Low.   

Oyelade O. J et al [8], in there paper they implemented the k-means clustering algorithm for analyzing students 

result data. The model was also combined with the deterministic model to analyze the students result.  

Database is taken from private institution in Nigeria. They also use Euclidian distance as a measure of similarity 

distance. They conclude that k means clustering algorithm is good to monitor the performance of students. It 

also enhances the decision making by academicians to monitor students’ progress semester by semester 

andimprove future academic result. 

E.Venkatesan, S.Selvaragini [16], in there paper they use expectation Maximization (EM) and k means 

algorithm, and sorting algorithms such as C4.5, k-Nearest neighbor and naïve Bayes for prediction of students 

performance,  data is taken from four private Arts Science colleges in Chennai city of Tamilnadu, India. WEKA 

and Matlab is used to measure the operation of several data mining algorithms. They observe that best 

clustering algorithm is k means. Also accuracy is verified by classification algorithms J48, JRIP and CART by its 

various performance criteria. In this classification algorithms CART was found more serious than others.    



Volume 9, Issue 7, March-April-2023| http://ijsrcseit.com 

RACSMIT-2023                                                       Published on Marth 15, 2023 Page No : 63-72 
 

 

 

 

 
65 

Yann Ling Goh et al [27] in there paper they use k means clustering algorithm along with deterministic model 

is used to analyze the students’ performance. Data set contains students score in A.Y. 2019 of a college. The 

number of students is 106 with 8 subjects.They conclude that this methodology will assist academic planners in 

measuring students’ academic performance and assessing student’s progression whether students are meeting 

course requirements.  

Zhihui Wang [33] in there paper they use k means clustering algorithm on Iris data set.+e K-means algorithm 

and the improved K-means algorithm with student information are investigated. As a result, this paperproposes 

a mechanistic analysis of higher education management and student performance evaluation based on 

clustering algorithm to assess the quality of college classroom teaching from two perspectives: students’ 

learning effects and teachers’ teaching work, with the K-Means algorithm as the primary method. +e theory 

and application of clustering are highlighted based on a summary of data mining theory. This research presents 

a set of scientific and reasonable management capability evaluation index systems for universities, which serves 

as a strong foundation for relevant departments to conduct university administrationcapability evaluations in 

the future and, as a result, contributes significantly to raising the standard of university administration. 

 

III. METHODOLOGY 

 

K-means clustering algorithm is one of the most widely used algorithms in clustering techniques because of its 

simplicity and performance. Parallel k-Means algorithm, is used to solve the k-Means clustering problem. The 

first step in this algorithm is to decide the number of clusters. It is mandatory that the number of clusters 

decided should match the data. An incorrect choice of the number of clusters will invalidate the whole process. 

An empirical way to find the best number of clusters is to try parallel k-Means clustering with different 

number of clusters and measure the resulting sum of squares. Then the center of the clusters should be 

initialized. The closest cluster should be attributed to each data point and the position of each cluster is set to 

the mean of all data points belonging to that cluster. This process should be repeated until convergence. The 

performance of K-means clustering is highly affected when the dataset used is of high dimension. The accuracy 

and time complexity are highly dropped because of the high dimension data. 

 

Figure 1: Generalised Pseudocode of Traditional k-means [5,8,9,18,25,27] 

Srep 1: Step 1:  Accept the number of clusters to group data into and the dataset to cluster as input values 

Srep 2: Step 2:  Initialize the first K clusters  

⎯ Take first k instances or 

⎯ Take Random sampling of k elements 

Srep 3: Step 3:  Calculate the arithmetic means of each cluster formed in the dataset. 

Srep 4: Step 4:  K-means assigns each record in the dataset to only one of the initial clusters - Each record is 

assigned to the nearest cluster using a measure of distance (e.g Euclidean distance). 

Srep 5: Step 5:  K-means re-assigns each record in the dataset to the most similar cluster and re-calculates the 

arithmetic mean of all the clusters in the dataset. 
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Fig. 2 Flow Chart of K Means Clustering Algorithm 

Figure 3: Traditional k-means algorithm [5,8,25] 

1. MSE = largenumber; 

2. Select initial cluster centroids {mj}j K = 1; 

3. Do 

4. OldMSE = MSE ; 

5. MSE1 = 0; 

6. For j = 1 to k 

7. mj = 0; nj = 0; 

8. end for 

9. For i = 1 to n 

10. For j = 1 to k 

11. Compute squared Euclidean distance d 2(xi, mj); 

12. end for 

13. Find the closest centroid mj to xi; 

14. mj = mj + xi; nj = nj+1; 

15. MSE1=MSE1+ d 2(xi, mj); 

16. end for 

17. For j = 1 to k 

18. nj = max(nj, 1); mj = mj/nj; 

19. end for 

20. MSE=MSE1; while (MSE<OldMSE) 
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This produces a separation of the objects into groups from which the metric to be minimized can be calculated. 

The k-means is simple clustering algorithm that has been improved to several problem domains. After 

obtaining the k partitions, we will get the value of k which is used to predict the student performance by using 

different machine learning algorithms.  

 

IV. EXPERIMENTAL ANALYSIS AND DISCUSSION  

 

Student academic performance is predicted based on multiple input attributes. Algorithms such as, K-means are 

used on the input attributes to generate a classification model in-order to predict academic performance of 

students. In this research, all the pre-processing on the data is done by using different libraries from Python 

such as Pyspark etc.  From the experimental point of view, the dataset is created by importing basic data sets of 

students from Kaggle. 

All the above information will be consolidated as a whole form into complete dataset for the proposed 

methodology. After applying the K means algorithm, for Elbow method, we got the value of K and its 

corresponding cost. We have plotted Elbow graph which is used to predict the students’ performance. Again, 

after applying the same K means algorithm, we got the value of K and its corresponding Silhouette score, with 

which we could plot Silhouette graph. 

 

K means algorithm implementation  

The dataset has the attributes "gender", "race/ethnicity", "parental level of education", "lunch", "test preparation 

course", "math score", "reading score", "writing score". In data processing for first 5 attributes are taken into 

account. 

 

a. Then for all attributes in dataset following steps are implemented: 

1. Vector assembler is used to assemble the data in to single columnvector which yielded thedf_features. 

2. Then StandardScaler is used it creates another column i.e., df_standardized are generated. StandardScaler 

removes the mean and scales each feature/variable to unit variance. 

3. PCA features are extracted using in new column i.e., pcaFeatures are generated. The Principal 

Component Analysis is a popular unsupervised learning technique for reducing the dimensionality of 

data. It increases interpretability yet, at the same time, it minimizes information loss. It helps to find the 

most significant features in a dataset and makes the data easy for plotting in 2D and 3D. 

 

b. Then for last 4 columns in dataset following steps are implemented: 

1. Vector assembler is used to assemble the data in to single columnvector which yielded thedf_features. 

2. ThenStandardScaler is used it creates another column i.e., df_standardized are generated. StandardScaler 

removes the mean and scales each feature/variable to unit variance. 

3. PCA features are extracted using in new column i.e., pcaFeatures are generated. The Principal 

Component Analysis is a popular unsupervised learning technique for reducing the dimensionality of 

data. It increases interpretability yet, at the same time, it minimizes information loss. It helps to find the 

most significant features in a dataset and makes the data easy for plotting in 2D and 3D. 
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Above steps a and b are used to create input and the elbow plot and silhouette score plot id plotted to identify 

proper clustering. 

FIG2. ELBOW PLOT AND SILHOUETTE SCORE PLOT FOR ALL COLUMNS 

 
 

In the above plots Fig 2A i.e.Graph ofDf_features, we see elbow plot in which we have to see the first or most 

significant turning point of the curve which is visible as an elbow which suggest the right number of clusters 

[4]. In this case, it can be 4, 5, 6, 7 or any of these. The Silhouette score reaches its global maximum at the 

optimal k. This should ideally appear as a peak in the silhouette values versus-k plot. But there is no clarity 

with the Silhoutte plot. There is no a clear maximum or minima visible. 

In the above plots Fig 2B i.e.Graph ofDf_Standardized, we see elbow plot in which we have to see the first or 

most significant turning point of the curve which is visible as an elbow which suggest the right number of 

clusters [4]., here we cannot see elbow like bend, so no clarity, same case with Silhoutte plot, no clear maxima, 

minima are visible. 

In the above plots Fig 2C i.e. Graph of PCA features, we see an elbow plot in which we have to see the first or 

most significant turning point of the curve which is visible as an elbow which suggest the right number of 

clusters [4].In this case also, it can be 4, 5, 6, 7 or any of these. 

To find exact answer, we can take help from Silhouette plot;theSilhouette score reaches its global maximum at 

the optimal k. This should ideally appear as a peak in the silhouette values versus-k plot. In this case, it is 5 and 

it is present in list of elbow point, so we can select 5 as a number of clusters for these. 
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FIG3. ELBOW PLOT AND SILHOUETTE SCORE PLOT FOR LAST FOUR COLUMNS 
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In the above plots Fig 3A i.e.Graph ofDf_features, we see Elbow plot in which we have to see the first or most 

significant turning point of the curve which is visible as an elbow which suggest the right number of clusters 

[4]. In this case, it can be 4, 5, 6, 7 or any of these. The Silhouette score reaches its global maximum at the 

optimal k. This should ideally appear as a peak in the silhouette values versus-k plot. But there is no clarity 

with the Silhoutte plot. There is no a clear maximum or minima visible. 

In the above plots Fig 3B i.e.Graph ofDf_Standardized, In the above plots, we see the first or most significant 

turning point of the curve which is visible as an elbow which suggest the right number of clusters [4]. In this 

case also, it can be 4, 5, 6, 7 or any of these. 

To find exact answer, we can take help from Silhouette plot,the Silhouette score reaches its global maximum at 

the optimal k. This should ideally appear as a peak in the silhouette values versus-k plot. In this case, it is 5 and 

it is present in list of elbow point, so we can select 5 as a number of clusters. 

In the above plots Fig 3C i.e.Graph of PCA features, we see elbow plot in which we have to see the first or most 

significant turning point of the curve which is visible as an elbow which suggest the right number of clusters 

[4], so in this case there is no clarity, same case with Silhoutte plot, no clear maxima, minima are visible. 

The Elbow Method: This is one of the most popular methods to determine the optimal number of clusters. It is 

a little bit simple approach. In this method, we calculate the cost which consists of sum of squared distances of 

points to their nearest centres. 

The drawback of Elbow method is that sometimes we cannot get the optimal value of k. We can get the 

ambiguous value of k. In such ambiguous situation, we have to use the Silhoutte method. 

The Silhoutte method: This method estimates a value which shows how a point is closer to its own cluster as 

compared to other clusters. The value of silhouette coefficient is between -1 to 1 [4]. 

One cannot bypass the Elbow method and consider only The Silhoutte one. The Elbow method is used to get a 

rough estimate of k whereas Silhoute value method is used to get the exact value of k. Both the methods 

conjunctively form a tool for us to take confident decision for the determination of value of k. 
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V. CONCLUSION 

 

In this paper we have taken student dataset of 300 records from Kaggle, we have applied parallel K means 

algorithm on the dataset.  Then vector assembler is used to assemble the data in to single (column) vector i.e., 

df_features are generated. Then StandardScaler is used it creates another column i.e., df_standardized are 

generated. PCA features are extracted using in new column i.e., pcaFeatures are generated. The df_features, 

df_standardized and pcaFeatures are used to create input and the elbow plot and silhouette score plot id are 

plotted to identify proper clustering. It is observed that for all attributes the PCA features results looks good. 

Also for last four columns the df_standardized results looks good. In both case we get five clusters i.e. K=5. 
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