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ABSTRACT 

The market for big data is now expanding quickly. Finding a system that can store and manage a massive 

amount of data, then analysing that huge amount of data to mine the hidden knowledge, is a major task. This 

research proposed a comprehensive system for enhancing the performance of large data analysis. Both a big 

data storage environment and a quick big data processing engine using Apache Spark are included. About 11 

Gigabytes of text data, gathered from various sources, are tested by the system for sentiment analysis. The 

Spark ML package already supports this system, which uses three separate machine learning (ML) techniques. 

The built-in model comprises of system programs developed in the Java and Scala computer languages. 

Keywords: Apache Spark, Classification Algorithms, Amazon Datasets, Sentiment analysis, Hadoop HDFS, Big 

data, Machine Learning 

 

I. INTRODUCTION 

 

to The term of big data was presented and defined firstly in 2005 by Wigan and Clarke [1] as an immense volume of 

data that cannot be handled by old data management styles. Traditional business systems, internet/social networks, 

and internet of things, are the main sources for generating big data. At the end of the year 2020, the number of 

connected devices will be approximately one hundred billion. This significant increase resulted in a situation that the 

data is extremely big, and establishments are facing obstacles with handling and managing it. These recently evolving 

obstacles and challenges with the aspects of increasing data have been referred to as big data problems [2]. Hence, to 

overcome these problems it’s crucial to understand big data analytics techniques and tools. These techniques and 

tools are preparing good manners and capabilities to manipulate all types of data, instead of using traditional systems 

that support only a small database [3]. To fulfill the institution's requirements, an efficient tool is important to treat 

and manage immense data size. In this regard, Apache Spark has appeared as a fast engine for processing large-scale 

data inside the computer memory. Through its in-memory processing environment, a Spark has been proven to be 

much faster than Apache Hadoop, specifically in iterative processing like machine learning (ML) programs. 

However, it can work across a diversity of nodes for parallel data processing. It has presented a new style for data 
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science where a wide range of data problems can be solved by a single processing engine [4]–[6]. Because Spark does 

not have its own data storage, well big data tool for handling a large amount of data is necessary. The most suitable tool 

for solving this problem is Apache Hadoop which consists of storage called Hadoop distributed file system(HDFS) [7]. 

The reason for the preference of Spark over the other big data tools is that the Spark ecosystem can offer a rich set of 

higher-level tools such as Spark SQL for SQL, MLlib for ML, Graph-X for graph processing and Spark Streaming 

for online processing. Also, Spark can support several programming languages which are Scala, Java, Python, and R 

[8]. ML package is the most interesting matter in Spark and consists of various types of ML algorithms such as 

classification, regression, clustering, collaborative filtering as well as model evaluation [9]. 

Supervised ML algorithms have been used in this study with Pipeline API in the Spark ML package. The Pipeline 

works to simplify the development and it is tuning multi-stage learning by providing a uniform set of high-level APIs 

[10]. In another term of meaning by using pipeline it can run a lot of algorithms according to a specific order. 

Therefore, it is useful for sequencing data pre-processing steps, which deliver cleaner and suitable data to the 

classifier algorithm. The dataset is passed through a group of preprocessing operations inside the ML pipeline and it 

is summarized in feature selection, data cleaning, data integration, tokenizing, stop word remover, stemming, and 

data representation [11]. Moreover, the whole procedure including Spark performance, Hadoop HDFS compatibility, 

and the effects of various utilized preprocessing steps have been tested through three types of algorithms which are 

logistic regression, support vector machine, and Naïve Bayes for binary opinion mining polarity (positive or negative) 

in the amazon product reviews. 

 

II.APACHE HADOOP AND APACHE SPARK 

Hadoop is an open-source structure written in Java programming language and designed for distributed storage and 

treating of very big datasets. It permits to store and analyze big data through multiple clients. Hadoop can scale up an 

individual’s host to thousands of hosts and provide storage calculations for each one. Basically, the Hadoop 

framework is separated into four parts HDFS, MapReduce, YARN, and Hadoop Common [12], [13]. 

HDFS 

HDFS stands for Hadoop Distributed File System which divides the file systems into data and metadata. HDFS has 

two important benefits when compared with the traditional distributed file system. The first one is the great mistake 

tolerance and the second benefit it allows to use of big data sizes because the Hadoop clusters can remain data sets 

in petabytes [14]. The construction of HDFS is separated into one name-node and many data-nodes. A file in the 

HDFS is divided into a group of blocks and stored in the data-nodes. On the other hand the name-node is responsible 

for the block construction, termination, and replication [15]. 

 MapReduce 

MapReduce is a method for processing a large dataset stored in Hadoop HDFS. However, it permits the parallel 

processing of an enormous dataset. The MapReduce algorithm consists of two significant tasks, known as Map and 

Reduce [16]. 

 YARN 

Yet another resource negotiator (YARN) is the Hadoop cluster resource manager which means it handles the 

Hadoop cluster resources like memory and CPU. Fortunately, versions 2 and 3 of Hadoop with Yarn opens a new 

door for data treating environment [17]. 

 Hadoop common 
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This part consists of Java libraries and some facilities that are required by other Hadoop parts. These libraries 

provide level abstractions for the OS, files system and necessary Java libraries and some scripts are compulsory to 

initialize Hadoop [15]. 

Apache Spark 

Apache Spark is an open-source platform and in-memory (RAM) data processing. Spark allows fast processing of a 

huge data size leveraging distributed memory. It caches the data through multiple parallel operations, making it 

especially fast for parallel processing of distributed data with iterative algorithms. Spark can run multi-threaded 

lightweight jobs within the Java virtual machine (JVM) processes, supplying fast job start-up and parallel multi-core 

CPU utilization [18]. The tasks inside Spark accomplish multiple processes consecutively, in memory, only spilling 

to the local disk when required by memory limitations. It simplifies the management of multiple operations by 

offering a data pipeline technique. Spark characteristics are very suitable for big data ML and graph algorithms [19]. 

In addition, Spark was engineered from the bottom-up for performance, it can be multiple times faster than Hadoop for 

massive data processing by using in-memory calculating and many other optimizations. Besides the reason of time 

performance, many reasons make Apache spark more suitable for big data analysis over Apache Hadoop such as 

Hadoop only uses Map and Reduce operation, while Spark use Map, Reduce, Join, and Sample. However, Spark 

supports four programming environments which are Java, Scala, Python, and R [20], [21]. Using Scala of Spark 

increases the speed computation of the algorithms and completes them in less time as compared to Java furthermore, 

the favorites of Scala noticed in supervised ML algorithms such as regression and unsupervised ML algorithms like 

clustering [22]. 

Spark distributed environment and cluster managers 

Hopefully, Spark is working in one node environment as well as in the multi-node environment. Without 

any doubt every multi-node environment needs a cluster manager, Spark supports four cluster manager types which 

are standalone cluster mode, Hadoop Yarn, Apache Mesos, and Kubernetes [18]. Spark architecture based on the 

distributed environment has three primary elements which are [23],[24]: 

a. Driver program: it is the heart of the Job execution process in Spark and this element represents the slave node in a 

Spark cluster. The driver runs the application code that creates RDD’s and then creates an object called Spark 

Context that administers and manages running applications 

b. Cluster manager: this element is working for arranging the application workflow that allocated by the driver program 

to the workers. However, it operates all the resources in the cluster and brings back their situation to the driver 

program. In another word, the cluster manager is controlling the whole communication between the master node and 

the slaves when they run an application 

c. Worker nodes: every worker node denotes a container of one operation throughout the Spark program execution. In 

another term of meaning, each worker-node has its executors and every executor will run several jobs. 

In the Spark distributed environment, the driver program runs in its own Java process. These drivers 

communicate with a potentially huge number of distributed workers who are called also executors. Every executor is 

a single java process. A Spark application is a mixture of the driver and its executors. Spark application is running 

on a group of machines with the assistance of the utilized cluster manager [18]. 

Spark data access and data structure 

One of the greatest advantages of Apache Spark is accessing/reading the data from multiple places such as HDFS, 

Mesos, Mongo DB, Cassandra, H-Base, and Amazon S3. Similarly, Spark can store/write the data in all the 

mentioned data storages which means it has a diversity of data reading and writing from various data sources [25]. 

Also, the data structure of Apache Spark fundamentally consists of three types of data which are [18], [26], [27]: 

d. Resilient distributed datasets (RDD): spark uses a particular data structure known as RDD which is a logical 
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collection of data and separated over machines. RDD is Spark's primary abstraction, which is a fault- tolerant 

collection of elements that can be worked in parallel 

e. Data frame (DF): it is a dataset organized into named columns or a collection of distributed records. DF is 

exactly such as RDD but, it is shaped into named columns with covering the characteristics of Spark SQL’s 

execution. It is conceptually like a table in a relational database with better optimizations 

• Dataset: it is a distributed collection of data. Dataset is a new interface inserted in Spark 1.6 that offers the 

benefits of RDDs with the benefits of Spark SQL’s optimized  

III. RELATED WORK 

A tremendous number of researches are printed on the subject of big data processing recently by utilizing Hadoop and 

Spark. There have been several approaches to analyzing big data. In this section, the focus only will be on the 

credible movements and contributions of this field. M. Assefi et al, 2017 [28] explored some views for growing the 

form of the Apache Spark MLlib 2.0 as an open-source, accessible and achieve ML tests that related to the real 

world to inspect the attribute characteristics. Also presented a comparison among spark and Weka with proving the 

advantages of spark over the Weka in many sides like the performance and it is efficient dealing with a huge amount 

of data. on the other hand, Weka is good for simple users with its GUI and the diversity of algorithms that already 

exist in it. 

Yan et al. [29] discovered a micro blog sentiment classification scheme with paralleled support vector machine in 

the spark multi-node environment. They rose the accuracy by feature space evolution and tuning the parameters. 

Moreover, the execution speed is risen  

with Apache Spark as well as to the speed of support vector machines (SVM) with radial basis function (RBF). 

However, the capability of Spark is completely utilized since the dataset is extremely large. Al-Saqqa et al.[30] 

discussed Spark's MLlib for hiring it in the classification of sentiment big data scale. They found that SVM is better 

than the other classifiers in the matter of performance. 

Barznji et al. [31] talked about sentiment analysis utilizing the algorithms of ML such as Naïve Bayes and SVM for 

analyzing the text with the benefits of the huge capabilities of Apache Spark. They found that the SVM is more 

accurate in the condition of total average. Finally, Symeonidis et al. [32] tested some important pre-processing 

techniques and evaluated them in two datasets. Each method tested the accuracy in four ML algorithms. Furthermore, 

the study was implemented on all, as well as on the high-performance methods, in order to find method interactions. 

Their investigations present that a few methods supply better outcomes in both datasets utilized for Twitter sentiment 

analysis, while other methods reduce the accuracy such as substituting slang and spelling alteration. 

Dataset 

Sentiment or opinion analysis of product-reviews data denotes the feeling and attitude of the individual on a product 

and it is available in online sources such as the Amazon product reviews site. In this work, three different datasets 

about Amazon Reviews have been used because it is the most wildly utilized for opinion analysis in an interactive 

way. Amazon Reviews is a platform, where customers can post comments on any product and ask/answer questions 

or share their own opinions. This work will not be limited to concentrating only on the topic of a particular review.  

No. Name of 
the 
dataset 

Size No. of fields 
(attributes) 

No. of 
rows 

1. Amazon reviews: 
kindle store category 

685 MB Nine 982,899 

2. Amazon reviews for 
sentiment analysis 

1.6 GB Two 3,607,482 
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Table 1.Datasets with their original size 

 

Three data reviews about different categories have been collected from the Kaggle Repository.  

The first dataset is called Amazon reviews-Kindle store category, the second dataset called Amazon reviews for 

sentiment analysis and the third dataset called web data: Amazon movie reviews. Table 1 shows additional details on 

the datasets. 

 

IV.THE PROPOSED SYSTEM ARCHITECTURE 

 
 The proposed system of this work is constructed on a VMware Workstation software version 15.0.2, which 

is used to handle Linux- Debian 9, 64-bits as a guest operating system (O.S). The host operating system of the 

VMware program is Windows 10, 64-bits. Besides, various big data tools have been installed on the guest OS such 

as Hadoop and Spark. Distributed environments for both Spark and Hadoop are used to gain parallel data processing 

utilizing three nodes: one master and two slaves (with the capability of expansion for future works). Then Spark 

needs to be combined with Hadoop to read and write data from and to HDFS. This combination will enrich the data 

processing capabilities. In other words, Hadoop works to distribute the data across multiple nodes to be seen by all the 

Spark nodes which work to process the data using in parallel (parallel data processing). In general, the proposed system 

architecture is explained in Figure 1. 

The workflow of the proposed system is consisting of many steps starting from data collection and ending with 

model testing, all these steps are illustrated by the following four points: 

a. Feature selection: a program was written in a java programming language to read the dataset and select the required 

columns (features) which are text and label from many unimportant columns. 

b. Data cleaning-1: a program was written in a java programming language to clean the data by removing unwanted 

characters and commas within the text column and keeping the sole comma that separates between text and label for 

each comment. 

c. Data integration: this step is divided into three types; each type will be processed separately in the upcoming steps. Type 

(A), integrated dataset: the three datasets are combined and saved in a single dataset file. 

Type (B), datasets with equal number of comments: A single dataset file (Type A) was divided into three new files 

with the same number of comments for each one of them. 

Type (C), normal size of datasets: loading and processing the original dataset files with their original size without any 

integration or division. 

d. Data pre-processing and prediction: in this step, the main       program for reading and processing data was written in the 

Scala programming language. Two approaches are used here: The first approach (central data processing) using for 

reading the integrated dataset (single dataset file-Type A) from the local disk with one node. While, the second one 

(distributed data processing) using for reading the data from HDFS within three nodes. The distributed approach read 

all the three types of data (Type A, Type B, and Type C) separately to evaluate the accuracy and performance of each 

one of them. Then applying data pre-processing stages: datacleaning-2, tokenizing, stop-words remover, and 

ineffective-words remover which works to remove many words that do not have any effects on the polarity type 

(positive or negative). After that using the stemming and finally feature extraction (hashing TF and IDF) for changing 

the texts into vectors. 

3. Web data: Amazon 
movie reviews 

8.69 GB Eight 7,903,890 

4. Total size 10.9 GB Two 12,494,27
1 
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Figure 1. The proposed system architecture 

 

Table 2 shows the characteristics of the datasets after the first three steps of data preprocessing which are feature 

selection, , data cleaning-1, and data integration. The whole procedures for the above four practical points are shown 

in 

 

 

 

 

Table 2. Characteristics of the datasets after the first three steps of data preprocessing 

   Implementation 

The Implementation of this work has been done in a very 

efficient manner which is convenient to use this system for 

analyzing any data size. The final utilized dataset size was 

reduced from 10.9 GB to 8.3 GB after the first two pre- 

processing steps as well the integration process. The 

implementation is divided into two approaches, approach one 

is central data processing (single node data processing) and 

approach two is distributed data processing (multi nodes data 

processing). 

Figure 2. Proposed system implementation steps 

No. Name of the 
dataset 

Size No. of 
fields  

No. of rows 

1.  Amazon reviews: Kindle 
store category 

570 MB Two 982,899 

2. Amazon reviews 
for sentiment 
analysis 

1.37 GB Two 3,607,482 

3. Web data: 
Amazon movie 
reviews 

6.4 GB Two 7,903,890 

4. Aggregation files 
(integration of 
the three 
datasets) 

8.35 Two 12,494,271 
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moreover, utilizing three types of algorithms for classifying the texts which are logistic regression, SVM, and Naïve 

Bayes. All the implementation steps starting from pre-processing and ending with the classifiers must be executed 

according to a particular order. So, the pipeline is required for ordering procedures. After the pipeline stage, the data 

is divided into 80% for the Training set and 20% for the testing set. Finally, testing the constructed model based on 

the remaining 20% of data and then getting positive and negative results. 

 Figure 3 shows the proposed system implementation steps. Furthermore, in approach two, multi nodes data 

processing, the same implementation steps are applied with utilizing Hadoop HDFS for distributing data into blocks 

across the three nodes. As well As using Spark distributed environment for parallel data processing across the three 

slaves. Figure 4 shows the screenshot of Spark distributed web console monitoring. 

 

IV. RESULTS AND DISCUSSION 

As mentioned before, three classification algorithms were utilized in this work which are logistic regression, SVM, 

and Naïve Bayes. For each algorithm, the measures of accuracy, precision, recall, f-measure as well as execution 

time have been computed for both mentioned approaches. 

 Central data processing (approach one) 

The results of all the mentioned measures as well as the comparison between the algorithms have been illustrated in 

Table 3. The outcomes of binary sentiment analysis using logistic regression and SVM classifiers obtained an 

excellent rate of accuracy on training data and Naïve Bayes accuracy result is very good. From these results, it can 

conclude that the utilized pre-processing steps produced a significant positive impact on classification accuracy and 

execution time. 

Table 3. Central data processing results 

 

Distributed data processing (approach two) 

A few manipulations process on the datasets has been done. 

This manipulations process has resulted three types of data as 

mentioned before which are: type (A), (B), and (C). This 

manipulations process is to gain better accuracy and 

performance among all the utilized types. However, to check if the system is more interacting with one huge dataset 

file or with multiple datasets that have the same size as the huge file. The outcomes present that all the utilized data 

types have approximately the same measures result as shown in Figures 3 and 4. 

After performing both approaches central and distributed data processing, now showing some brief comparisons 

between them are necessary to check the best approach. 

 

Classi. 
algo. 

Accurac
y 

Precis
ion 

Rec
all 

F-
meas. 

Exec. time in 
min. 

LR 90.7% 90.5
% 

90.
7% 

90.4% 146.7 

SVM 90.0% 89.8 
% 

90.
0% 

89.6% 684.1 

NB 80.8% 84.9 
% 

80.
8% 

81.9% 145.8 
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The comparisons focus on-time performance as well as on the previously obtained measures such as accuracy and F-

measure. Because the acquired time performance and the other measures for all the utilized data types (A, B, and C) 

in the distributed data processing are the same, the comparison will be done between Central data processing and 

Distributed data processing. The experimental results show that the learning times for all the classifiers are reduced 

approximately into half by using the distributed system approach as compared with the central approach. 

 

Another measure obtained from all the experiment tests was the amount of time taken for constructing the 

models in central and all the distributed types. Naïve Bayes required the smallest amount of time to complete the 

model building and then logistic regression. Whereas, the learning time for the SVM algorithm was very long even in 

a distributed manner. It is obvious that in both central and distributed manners the highest accuracy and F-measure 

rates achieved by logistic regression algorithm and then SVM algorithm.  

Whereas the Naïve Bayes algorithm scored the lowest accuracy and F- measure rates, in other words, it has the worst 

results as compared to the other classifiers. 

 

 

V. CONCLUSION 

Undoubtedly big data is one of the major drivers of digitization. In the technical revolution, every single 

word/number might be useful information and has its benefits for the foundation's progress. The main goal of this 

work is to build a big data prototype system that consists of two crucial big data requirements which are distributed 

data storage for handling any size of big data as well as applying parallel data processing across that distributed 

storage for decreasing the execution time as much as possible. For gaining these two goals Apache Hadoop and 

Spark have been used in the system construction. The system has been tested with 11 Gigabytes of big text data for 

sentiment analysis. The datasets are collected from three different Amazon customer reviews and then aggregated in 

one huge file. Unlike small data, big data needs various data pre- processing steps to obtain good time performance 

and accuracy results. The proposed preprocessing methods of this work reduced the overall dataset size, only in the 

first two steps of the utilized pre- processing the size of the aggregated dataset file reduced to 8.3 Gigabytes which 

consists of about 12,494,271 review comments with binary labels (positive and negative). This reduction leads to 

performing and applying the algorithms in less time with gaining a better accuracy rate. 

Two approaches are utilized in this system, central data processing(one-node) and distributed data 

processing (multi-node). Distributed processing approach outperformed the central processing approach 

and it is approximately reduced the execution-time of the model construction into half as compared with 

the central approach in all the utilized algorithms with acquiring the same accuracy ratio. The system 
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programs have been written in Java and Scala programming languages and the constructed model consists 

of the classification algorithms as well as the preprocessing steps in a figure of ML Pipeline stages. Three 

types of algorithms have been used and the experiments indicated that the Logistic Regression out 

performed both SVM and Naïve Bayes classifiers in both utilized approaches. The final results showed that 

the system can treat a massive size of data with fast execution time especially in the distributed data 

processing approach. However, it can gain a very good accuracy depending on the various applied phases of 

the data pre-processing. In addition, the system tests were presented that the used manners of dataset 

manipulations such as separated datasets processing (multi-files) or integrated dataset processing (one-file) 

do not influence on the accuracy and time performance results. 
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