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ABSTRACT 

Neurodegenerative Disease (ND) mainly arises due to the death of nerve cells particularly in the myelin 

envelops of the neurons which are present in brain, spinal cord, and peripheral nerves. This causes problems in 

mental functioning or problems associated with movement of the body. There are different types of ND 

diseases, but the current work is focused on well known, Alzheimer’s disease. ND disease covers a wide variety 

of mental symptoms whose detection is not possible by the visual examination made by the radiologists. This 

project presents a fully automatic image analysis method that will classify the given dataset as Alzheimer’s 

disease (AD) subjects or as normal subjects. In this work Visual Saliency (VS) model is used to calculate the 

saliency of images which includes features like intensity and edges. Saliency maps are fused into a solitary map 

to obtain a master saliency map, and are fed to Support Vector Machine (SVM) that classifies subjects into AD 

or normal subjects.  
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I. INTRODUCTION 

 

Neurodegenerative diseases are a debilitating condition where progressive degeneration or death of nerve cells 

takes place which causes problems in mental functioning, or with movement. It basically affects neurons of 

human body, neurons are the building blocks of nervous system that includes brain, spinal cord, peripheral 

nerves. Neurons neither reproduce nor replace themselves so once when they are damaged or die, they cannot 

be replaced by human body. Neurodegenerative diseases comprise variety of mental symptoms which cannot 

be evolved by the visual analysis made by radiologists. Worldwide it is estimated that approximately 20-30 

million people suffer from neurodegenerative diseases. Many researchers have suggested that neuroimaging 

may become one of the valuable tools in the early detection and diagnosis of neurodegenerative diseases. 

Biochemical, clinical, neuropsychological analysis against neuroimaging remains to be demonstrated for large 

population, but still there exists sufficient evidence of patients suffering with different states of 

neurodegenerative diseases. The main aim of analysing structural brain MR images is to find anatomical 

changes, either local or global, that is related to functional disturbances. In particular radiologists examine 
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images by looking at unique regions and compare them by searching differences [1].In existing method the 

morphometric brain analysis method consists of a set of strategies which is aimed to extract and quantify 

anatomical differences between groups of subjects. Voxel-based Morphometry (VBM) [2] and Deformation-

based Morphometry (DBM) [3] are the most used techniques to compare populations. 

In this work we propose an automatic image analysis method inspired by the radiologist visual perception. The 

method is built on a visual saliency model and is extended to involve a learning process that imitates the 

adaption of a radiologist visual perception. 

 

II. METHODS AND MATERIAL 

 

In this project we take the set of normal and abnormal MR images of the patients and compare them. The 

entire dataset is trained in traning phase; this dataset will Calculate the saliency information from the patients 

MR images, the selected features include edges, intensity, orientation. Support Vector Machine is one of the 

most popular technique that is used in this work which will classify individuals with several neurological 

disorders. By using neuroimaging data [7] (MR brain images) a complete review and comparison of SVM based 

approaches for classifying neurological and psychiatric diseases can be made. Features like binary tissue [5] 

segmentation, cortical thickness estimations, intensity [2], textural information [3],[4] is fed to SVM classifier. 

The computational time, the presence of unwanted, irrelevant and noisy features is reduced by using 

dimensionality reduction technique. 

 
Figure. 1 General Procedure to acquire the MRI sequences from the patients suffering from Alzheimer and 

Parkinson diseases 

The required information for classification is extracted either from specific regions of interest (ROI) [6] or from 

whole brain volume. Analysis which is performed on known diseases locations leads to more significant and 

stronger conclusions. 

In this work a fusion strategy is used that will together bottom-up and top-down information flows. Bottom up 

stage includes a multiscale analysis of different image features, top-down flow includes learning and fusion 

strategies which are formulated as max-margin multiple kernel optimization problem. 
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The project detailed information is provided in architecture of the proposed system presented in fig.2 

 
Figure 2: Architecture of the proposed approach. 

 

MIRIAD Database 

MIRIAD is a database of volumetric Magnetic Resonance Imaging (MRI) brain scans of AD sufferers. Each 

participant’s numerous scans were collected at intervals ranging from 2 weeks to 2 years. The study was 

intended to investigate the viability of using MRI, as a result measure for the clinical trials of Alzheimer's 

treatments.  

Features of MIRIAD dataset: 

• back-to-back scanning at three time points. 

• all scans are taken on the same scanner at the same time 

• a scanning agenda is designed to provide wide range of inter-scan interval from two weeks to two years. 

• multiple serial scans can be taken for both AD subjects and for normal subjects[14]. 

The scans are publicly available, to assist researchers in developing new techniques for the analysis of serially 

acquired MRI. 

The images are stored in NIfTI (Neuroimaging Informatics Technology Initiative) format (.nii format). NIfTI is 

a file format to save volumetric MRI data. It consists of header and image data, saved in *.nii or *.hdr and an 

*.img file. 

• *.hdr finds out whether the images are in int8, unsigned int8, int16, float or char. 

• *.img extracts all the pixels in the image. 

 

Image Pre-processing 

The images are pre-processed to separate the information in the form of pixel content that represents the brain 

image and its header represents the data type of each pixel in an image. It filters the noise in the image by using 

Gaussian filter, and images are converted from RGB to grey. The chances of noise arrival in current MRI scans 

are less. It may lands due to the thermal impact.  
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Feature Selection and Extraction 

It is a method of choosing a division of related features, for structuring powerful learning models by 

eliminating unwanted and unnecessary features from the image. This aides to enhance the performance of 

learning models by: 

• Enhancing generalization capability. 

• Improving model interpretability 

• Speeding up learning process. 

 

Feature Extraction 

It is a unique type of dimensionality reduction. When input information to an algorithm is very vast to be 

computed, and if the data is unwanted (more data, with less information), then the input image will be changed 

into a compact depiction of set of features (known as features vector).  

Obtaining the set of features by changing the input data is called feature extraction. If the features to be 

extracted are deliberately picked, then the feature set is expected to extract the significant information from 

input data, to execute the preferred function by means of reduced representation rather than the full size 

information [15]. In the proposed system the selected features include intensity, orientation and edges. 

 

Visual Saliency 

Visual saliency is structured into 3 stages: 

• Extraction: feature vectors are extracted over the image plane 

• Activation: forms an activation map using the feature vectors  

• Combination: combines the map to a single map 

 

Saliency maps with Graph Based Visual Saliency (GBVS) 

After section identification on every segment of the brain MRI, the following step is to collect saliency data 

inside every segment. Computation of saliency maps on MR brain images is done by applying a Visual Saliency 

method. There are various methods to evaluate salient points and saliency maps in ordinary images. Given a 

specific organization and patterns of medical images, these techniques cannot be applied directly in medical 

environment. There are two steps in GBVS: first, form activation maps on definite feature, and second, 

normalizing. Saliency information depends on the relation between features of images.  

 
Figure 3: Saliency map Construction 
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Fig 3 shows the saliency map development, first the input image is deteriorated into three different scales and 

later features such as contrast, orientation and intensity are gathered from scaled images. The master saliency 

map is developed by combining all scales and components into a master saliency map.  

 

Forming Activation Maps 

Given a feature map M: [ 2
n ]→ R, calculate an activation map A : [ 2

n ]→ R, such that, intuitively, locations 

][),(
2

nji   where, as a proxy, ),( ji  is strange in its vicinity and will relate to greater values of activation A. 

The graph vertices correspond to the image pixels while the edges stand for the regional dissimilarity between 

nodes. The edge weight between the nodes ),( ji and ),( qp is calculated as: 

𝜔 1 ((𝑖, 𝑗), (𝑝, 𝑞)  ≜  𝑑((𝑖, 𝑗)||(𝑝, 𝑞) . 𝐹(𝑖 − 𝑝, 𝑗 − 𝑞)            (1) 

Where ),(( jid || )),( qp  encodes the dissimilarity and F ),( qjpi −−  represents the spatial closeness between 

the nodes.  

Dissimilarity is calculated with  

𝑑((𝑖, 𝑗)||(𝑝, 𝑞) ≜  |log
𝑀(𝑖,𝑗)

𝑀(𝑝,𝑞)
|                       (2)                                                                                                                                                              

The inclusion of the logarithmic metric guarantees that larger feature dissimilarities pop out easily while 

similar features have little impact on the edge weight. Closeness is measured with: 

𝐹(𝑎, 𝑏)  ≜ 𝑒𝑥𝑝 (
−𝑎2+ 𝑏2

2𝜎2 )                                             (3)                                                                  

σ is a free parameter of GBVS Algorithm. The feature dissimilarity information is modulated by the spatial 

distance between nodes, thus encoding regional dissimilarity information at the graph edges. The mass of the 

edge from node (𝑝, 𝑞) to node (𝑖, 𝑗) is comparative to their variation and to their closeness in the space of M. 

The edge on the other way has precisely the same weight.  

Once activation maps are computed, a normalization step is required to assure that these maps concentrate on 

activation (saliency).  

                                                                                                                                               

Normalization 

MRI images are standardized to grey values from 0 to 1 and features are extracted from the normalized images.  

 

Bottom-up fusion 

Features of all the three image planes are fused together to get single tumour region. The computational Visual 

Saliency models use different strategies to fuse information from saliency corresponding to different visual 

features. A common strategy is to weight the maps and then sum them up to calculate an overall saliency map. 

𝑆∗ (𝑥) =  ∑ 𝑤𝜎,∅ 𝑆𝜎
∅(𝑥)𝜎,∅                                             (4) 

The features are stored in feature.doc, further the features are trained and are temporarily stored in RAM. 

 

Local Binary Pattern 

LBP is a straightforward and well-organized TO (texture operator). It labels the pixels of image by thresholding 

the surrounding of every pixel and the final result is considered in binary number. It is a unifying method to 

the conventionally opposing structural and statistical models of TO.  



Volume 9, Issue 9, July-August-2023| http://ijsrcseit.com 

NCRACITSET-2023                                                  Published on July 22, 2023 Page No : 113-121 
 

 

 

 

 
118 

The basic idea of using the LBP is, 2-D exterior compositions is depicted by two corresponding measures: (i) 

neighborhood spatial examples and (ii) gray scale contrast. The LBP operator will first threshold the 3 x 3 

neighborhood of every pixel with the middle value and then forms the labels for the image pixel. The 

histogram of these 28 = 256 distinct labels are utilized as a texture descriptor. Pixel neighborhoods are 

represented by the notation (P, R) where P is the neighbor pixel and R is the radius of the circle. Binary pattern 

having at most two bitwise transitions from 1 to 0 is said to be uniform LBP else it is known non-uniform.  For 

instance, the patterns 00000000 has 0 transitions and 00011100 has 2 transitions, so they are uniform patterns, 

whereas, the patterns 00110010 has 4 transitions and 101001010 has 6 transitions and are non-uniform. In the 

calculation of the LBP labels, uniform patterns are utilized so that there is a different label for every uniform 

pattern and all the non-uniform patterns are labeled with a particular label. For example, in a (8, R) 

neighborhood, there are a sum of 256 patterns (58 are uniform, in total yields 59 unique labels). 

The LBP feature vector is formed in the subsequent method: The analyzed window is divided the into cells. 

Every pixel in a cell is compared to eight other neighboring pixels. Track the pixels along a circle. If the middle 

pixel value is higher than the neighbor value, then it is set to "1". Otherwise "0". This gives an 8-digit binary 

number. Histogram is computed, over the cell of the occurrence of each number taking place, then the 

histogram is normalized and concatenated, this gives the feature vector for the window. The estimation of LBP 

of each pixel ( Xc , Yc) is given by 

𝐿𝐵𝑃 RP, =  ∑ 𝑠 (𝑔 p − 𝑔 c ) 2
p

                 𝑠(𝑥) = {
1, 𝑖𝑓 𝑥 ≥ 0;
0,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑃−1
𝑃=0                               (5)                        

where 𝑔𝑐 refers to the gray value of the center pixel 𝑔𝑝 refers to the gray value of number of  pixels on a circle 

of radius 𝑅 which  forms a circular symmetric neighbor set. Each sign (𝑔𝑝 − 𝑔𝑐) is assigned with a binomial 

factor 2𝑝.Fig 3.3 illustrates LBP thresholding. If a neighbor to a center pixel value is equal or high then it is set 

to 1 else it is set to 0. In anticlockwise manner, every neighbor is multiplied by powers of two and summed as 

given in equation (5). 

 
Figure 4: LBP Thresholding. 

 

III. RESULTS AND DISCUSSION 

 

Fig 5a and fig 6a represents the original abnormal MRI image. Fig 5b and fig 6b shows bright region that is 

obtained using visual saliency technique, the high intensity regions indicates the presence of tumour. In  Fig 7 

shows red region which indicates the tumour region in Alzheimer’s disease and also it gives information about  

severity of the diseases condition.  
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Fig 5a. Original abnormal  MRI image Saliency of original image 

                                                              

  
Fig 6a: Original abnormal MRI   Image  Saliency of original image 

 

  
Fig 7 Represents intermediate results of the current work. The bright region obtained from using visual 

saliency technique in the above fig 8a and fig 8b represents the tumor region in Alzheimer’s diseases and also it 

gives information about the size of the tumor  and severity the diseases condition. 

 



Volume 9, Issue 9, July-August-2023| http://ijsrcseit.com 

NCRACITSET-2023                                                  Published on July 22, 2023 Page No : 113-121 
 

 

 

 

 
120 

IV. CONCLUSION 

 

This work is intended to design an automated classification system for the pathological diagnostic of the disease 

in its infancy stage. SVM classifier is precise and reliable in diagnosis and outcome prediction in varied clinical 

setting which will ultimately support Clinicians and Researchers, and patients could be treated for such disease 

prior to commencement of disease helping millions of people to lead their normal life. 

 

V. REFERENCES 

 

[1]. R. W. Guillery "Observations of synaptic structures:Origins of the neuron doctrine and its current status". 

Philosophical Transactions of the Royal Society B:Biological Sciences 360 (1458): 1281 1307. 

doi:10.1098/rstb.2003.  

[2]. Herculano-Houzel S “The human brain in numbers: a linearly scaled-up primate brain”. Front. Hum. 

Neurosci. 3:31. doi: 10.3389/neuro.09.031.2009 

[3]. B. Dubois et al., “Revising the definition of Alzheimer’s disease: A newlexicon,” Lancet Neurol., vol. 9, 

no. 11, pp. 1118–1127,Nov. 2010 

[4]. J. Beutel, H. Kundel, and R. Van Metter, Handbook of Medical Imaging. Bellingham, WA: SPIE Press, 

vol. 1, Phys. Psychophys, 2000 

[5]. J. Stoitsis, I. Valavanis, S. G. Mougiakakou, S. Golemati, A. Nikita, and K. S. Nikita, “Computer aided 

diagnosis based on medical image processing and artificial intelligence methods,” Nuclear Instruments 

and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated 

Equipment, vol. 569, no. 2, pp. 591–595, 2006 

[6]. A Peter Bandettini “ The Year In Cognitive Neuroscience 2009” vol. 1156, pp. 260–293, March 2009. 

[7]. J. Ashburner and K. Friston, “Voxel-based morphometry: The methods,” Neuroimage, vol. 11, no. 6, pp. 

805–821, Jun. 2000. 

[8]. M. Grana and J. Villanua “Neurocognitive disorder detection based on feature vectors extracted from 

VBM analysis of structural MRI”. Computers in Biology and Medicine, vol.41, no. 8, pp. 600-610, August. 

2011. 

[9]. M. Garcia-Sebastian, A. Savio, M. Grana, and J. Villanua, “On the use of morphometry based features for 

Alzheimer’s disease detection on MRI,” in Bio Inspired Systems: Computational and Ambient 

Intelligence, ser. Lecture Notes in Computer Science. Berlin, Germany: Springer, 2009, vol. 5517, pp. 

957–964.  

[10]. J. Ashburner et al., “Identifying global anatomical differences: Deformation- based morphometry,” Hum. 

Brain Mapp., vol. 6, no. 5–6, pp. 348–357, 1998. 

[11]. Matthew Toews a, William Wells, D. Louis Collin, Tal Arbel,” Feature-based morphometry: Discovering 

group-related anatomical patterns,” Brigham and Women's Hospital, Harvard Medical School, Boston, 

MA, USA 2009. 

[12]. Thomas Thesen, Brian T. Quinn, Chad Carlson, Orrin Devinsky, Jonathan DuBois, Carrie R,” Detection 

of Epileptogenic Cortical Malformations with Surface-Based MRI Morphometry,” Volume 6 Issue 2 

February 2011. 



Volume 9, Issue 9, July-August-2023| http://ijsrcseit.com 

NCRACITSET-2023                                                  Published on July 22, 2023 Page No : 113-121 
 

 

 

 

 
121 

[13]. C. Plant, J. Stefan Teipal et al, “Automated detection of brain atrophy patterns based on MRI for the 

prediction of Alzheimer’s disease,” NeuroImage, vol. 50, no. 1, pp. 162–174, Mar. 2010. 

[14]. I. Malone, D. Cash, G. Ridgway, D. MacManus, S. Ourselin, N. Fox, and J. Schott, “MIRIAD—Public 

release of a multiple time point Alzheimer’s MR imaging dataset,” NeuroImage, 2012. 

[15]. J. Harel, C. Koch, and P. Perona, \Graph-based visual saliency," Advanced Neural Information” vol 19, p. 

545, 2007. 

[16]. A.Rueda, K. Baquero, and E. Romero, \Saliency-based characterization of group differences for AD 

disease classifcation," SIPAIM. 

[17]. Guo, Z.H., Zhang, L., Zhang, D.: A completed modeling of local binary pattern operator for texture 

classification. IEEE Trans. Image Process. 19(6), 1657–1663 (2010) 

[18]. B. Magnin et al., “Support Vector machine-based classification of Alzheimer’s diseases from whole-brain 

anatomical MRI,”Neuroradiology, vol.51, pp.73-83, Feb.2009. 

[19]. G. Orrù,W. Pettersson-Yeo, A.Marquand, G. Sartori, and A. Mechelli, “Using support vector machine to 

identify imaging biomarkers of neurological and psychiatric disease: A critical review,” Neurosci. 

Biobehav. Rev., vol. 36, no. 4, pp. 1140–1152, Apr. 2012. 


