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 Diabetic retinopathy (DR) is a leading cause of blindness globally, necessitating 

early detection and precise grading for effective management and treatment. 

This review paper synthesizes recent advancements in automated DR detection 

and grading methodologies, emphasizing machine learning and deep learning 

approaches. This review paper provides a comprehensive analysis of recent 

advancements in the detection and grading of diabetic retinopathy (DR) using 

various machine learning and deep learning methods across multiple datasets. 

The analysis includes studies that employed a wide range of techniques such as 

principal component analysis (PCA), transfer learning, Vision Transformers, 

multi-stage deep convolutional neural networks (CNNs), and hybrid approaches 

combining CNN with singular value decomposition (SVD). Each method was 

evaluated on different datasets, including Messidor, E-Ophtha, Kaggle Diabetic 

Retinopathy, APTOS 2019 Blindness Detection, Indian Diabetic Retinopathy 

Image Dataset (IDRiD), EyePACS, and OCTID. The results consistently 

demonstrated high accuracy, precision, recall, and F1 scores, with most methods 

achieving accuracy rates above 90%, indicating their effectiveness in clinical 

applications. Notably, transfer learning approaches, such as those incorporating 

Error-Correcting Output Codes (ECOC) and context encoders, showed superior 

performance, particularly on larger and more diverse datasets. This paper 

highlights the robustness and potential of these advanced techniques in 

improving the early detection and management of diabetic retinopathy, 

providing valuable insights for future research and development in this critical 

area of medical imaging. 
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I. INTRODUCTION 

 

Diabetic retinopathy (DR), which is one of the major 

causes of blindness throughout the world, affects 

millions of individuals who have diabetes. It is one of 

the leading causes of blindness internationally. Both 

the early detection of diabetic retinopathy (DR) and 

the accurate grading of the condition are necessary in 

order to provide appropriate treatment and to prevent 

the loss of vision. On the other hand, traditional 

methods of identifying deep-seated retinopathy (DR) 

can be time-consuming, subjective, and need a 

significant degree of expertise from ophthalmologists. 

The occurrence of these issues underscores the 

importance of trustworthy and automated procedures 

that are capable of aiding in the early diagnosis and 

grading of DR, which will eventually lead to improved 

patient outcomes. These approaches were developed in 

response to the fact that these difficulties exist.  

Recent advancements in machine learning and deep 

learning have brought about a revolution in the field of 

medical imaging. This revolution has been brought 

about as a result of the revolution. The challenges that 

are related with DR diagnosis have been addressed by 

these advances, which give potential solutions. With 

the help of these technological breakthroughs, it is 

now possible to successfully analyze vast quantities of 

retinal images, identify subtle traits that are indicative 

of diabetic retinopathy, and generate outcomes that are 

consistent and objective. Methods such as principle 

component analysis (PCA), transfer learning, Vision 

Transformers, and a variety of convolutional neural 

network (CNN) architectures have shown a significant 

amount of potential in terms of improving the accuracy 

and reliability of DR identification and grading. In 

particular, these methods represent a significant 

amount of potential.  

This article's objective is to provide a complete 

overview of the most current research that has applied 

these cutting-edge methodologies across a number of 

datasets. The goal of this review article is to offer this 

exhaustive overview. In addition to EyePACS and 

OCTID, these datasets include of Messidor, E-Ophtha, 

Kaggle Diabetic Retinopathy, APTOS 2019 Blindness 

Detection, and Indian Diabetic Retinopathy Image 

Dataset (IDRiD). Among the most significant 

contributions that this study has produced, the 

following are the most important:  

• A thorough assessment of the employee's 

performance: The objective of this research is to 

investigate and take a closer look at a variety of 

machine learning and deep learning algorithms that 

are among the available options. When determining 

whether or not these strategies are effective, the 

accuracy, precision, recall, and F1 score are all 

factors that are taken into consideration. A 

significant number of the strategies that were 

evaluated attained accuracy rates that were greater 

than ninety percent, which is evidence that these 

methods are advantageous when applied in clinical 

settings. 

• Some Methodological Insights Concerning: By 

analysing a wide range of procedures, including 

PCA multi-label feature extraction, sophisticated 

transfer learning models, and hybrid CNN-SVD 

approaches, the objective of this study is to provide 

substantial insights into the strengths and 

limitations of each method. This will be 

accomplished by examining many different 

methodologies. 

• The diversity of the datasets: The evaluation 

contains a number of different datasets in order to 

illustrate the robustness of these approaches across 

a variety of picture sources and settings, which is 

vital for the implementation of these methods in the 

real world. 

• Prospective Courses of Action: In order to further 

enhance the early detection and management of 

diabetic retinopathy, this study underscores the 

requirement of continuing innovation in this field 

which is necessary in order to achieve future 

improvement. The significance of this field is 

brought to light by the study, which identifies 
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strategic areas that require further investigation and 

development in the future. 

The goal of this study is to integrate the data from 

earlier studies in order to provide researchers and 

doctors with advice and guidance in the process of 

developing and deploying effective DR detection 

systems. Individuals who suffer diabetes will 

eventually benefit from improved healthcare outcomes 

as a result of this. 

 

II. Literature Review 

 

Tiwalade Modupe Usman et al. [1] presented a unique 

method for the identification of diabetic retinopathy 

by employing principal component analysis (PCA) for 

the purpose of multi-label feature extraction and 

classification. The authors suggested a technique that 

makes use of principal component analysis (PCA) to 

extract significant characteristics from retinal pictures 

in order to minimize the complexity of the 

classification process and improve its effectiveness. It is 

emphasized in the paper that principal component 

analysis (PCA) is excellent in managing the high-

dimensional data that is prevalent in medical imaging, 

which ultimately leads to enhanced classification 

accuracy. As a consequence of the findings of the 

experiment, it has been determined that this technique 

is capable of successfully identifying and categorizing 

several phases of diabetic retinopathy. This made it a 

trustworthy instrument for the early diagnosis and 

management of the condition. 

Daniel I. Morís et al. [2] conducted research on the use 

of context encoder transfer learning for the purpose of 

investigating retinal image processing, with a 

particular focus on diabetic retinopathy. A transfer 

learning strategy was developed by the authors, in 

which pre-trained context encoders are fine-tuned on 

retinal pictures in order to improve feature extraction 

and classification. The approach makes use of the pre-

existing information that is acquired by the encoders, 

which results in more efficient learning from a small 

amount of medical data. It has been demonstrated via 

their studies that this strategy enhances the 

performance of DR detection and grading. In this study, 

the advantages of transfer learning and contextual 

information in medical picture analysis are highlighted. 

Additionally, a scalable method for diabetic 

retinopathy screening is shown. 

W. K. Wong, F. H. Juwono et al. [3] presented a 

transfer learning strategy for the diagnosis and grading 

of diabetic retinopathy Combining simultaneous 

parameter optimization with feature-weighted Error-

Correcting Output Codes (ECOC) ensemble. A transfer 

learning approach is incorporated into the technique in 

order to make use of pre-trained models and 

simultaneously adjust parameters, hence improving 

the accuracy of feature extraction and classification. 

Additional refinement of the model's performance is 

achieved by the utilization of the feature-weighted 

ECOC ensemble, which places an emphasis on the 

most important characteristics. The effects of this 

hybrid technique are demonstrated by the findings, 

which show that there has been a significant 

improvement in the accuracy of the DR grading. In 

order to achieve excellent diagnostic performance in 

medical imaging, the research emphasizes the need of 

merging modern machine learning approaches. 

W. Nazih et al. [4] investigated the potential of the 

Vision Transformer (ViT) model to forecast the 

severity of diabetic retinopathy patients through the 

use of fundus pictures. An adaptation of the ViT model, 

which is well-known for its capacity to capture global 

picture characteristics, is used in this work for the 

purpose of medical image analysis. Through their 

demonstration, the authors show how ViT may be 

utilized to successfully evaluate retinal pictures and 

accurately forecast the severity of DR. Furthermore, 

the results of their trials demonstrate that the model is 

capable of functioning as a trustworthy instrument in 

clinical environments. Specifically in the context of 

diabetic retinopathy grading, this study illustrates the 

revolutionary impact that may be achieved by using 

cutting-edge transformer models to medical imaging. 
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B. N. Jagadesh et al. [5] presented an innovative 

method for the identification and categorization of 

diabetic retinopathy. This method was achieved by 

combining the IC2T model for segmentation with the 

Rock Hyrax Swarm-Based Coordination Attention 

Mechanism. A primary objective of the IC2T model 

was the accurate segmentation of retinal pictures, 

which is an essential step in identifying the regions of 

the retina that are damaged by diabetic retinopathy. 

After the disease has been segmented, the Rock Hyrax 

Swarm-Based Coordination Attention Mechanism is 

utilized in order to place the severity of the sickness 

into a classification. This novel combination makes use 

of the advantages that swarm intelligence and 

attention processes offer in order to improve the 

model's ability to concentrate on key characteristics 

while simultaneously decreasing noise and data that is 

not relevant. In comparison to the conventional 

approaches, the findings revealed a substantial 

enhancement in both the accuracy and the robustness 

of the outcomes. The authors stress the promise of this 

technique in clinical applications, making a point of 

noting its capacity to efficiently handle retinal pictures 

that are both complex and variable. 

T. Palaniswamy et al. [6] developed a complete 

framework for the detection of diabetic retinopathy 

utilizing retinal fundus pictures. This framework 

would combine technology from the Internet of 

Things (IoT) with deep learning. In order to record and 

send retinal pictures to a centralized cloud server, the 

system makes use of Internet of Things (IoT)-enabled 

devices. The photos are then analysed by deep learning 

models to determine whether or not they include any 

indicators of diabetic retinopathy. Real-time 

monitoring and remote diagnosis are both made easier 

to do because to this connection, which also makes 

medical treatment more accessible and efficient. The 

deep learning component of the system is comprised of 

convolutional neural networks (CNNs), which are 

taught to detect different stages of diabetic retinopathy 

with a high degree of precision. Based on the findings 

of the investigation, it appears that the suggested 

system has achieved significant increases in both the 

diagnostic accuracy and the speed of assessment. These 

authors highlight the potential for this Internet of 

Things (IoT) and deep learning-enabled strategy to 

change diabetic retinopathy screening, particularly in 

places with low resources and limited access to 

specialist medical care. 

V. Deepa et al. [8] investigated an ensemble approach 

that combines multi-stage deep convolutional neural 

networks (CNNs) for automated diabetic retinopathy 

(DR) grading using picture patches. The approach 

improves the accuracy of DR detection by utilizing the 

advantages of several CNN stages. Retinal pictures are 

segmented into patches, which are then sent through 

the ensemble model to capture detailed information at 

different degrees of abstraction. The outcomes reveal 

enhanced DR grading performance, highlighting the 

promise of ensemble deep learning methods for 

medical picture interpretation. This work makes major 

advancements in the automated grading of diabetic 

retinopathy, emphasizing the role of multi-stage 

processing in obtaining strong diagnostic accuracy. 

Álvaro S. Hervella et al. [9] proposed a pre-training 

approach for the grading of diabetic retinopathy 

through the utilization of multimodal picture encoding. 

It is the goal of this research to improve the 

performance of deep learning models in grading DR by 

utilizing a variety of imaging modalities. During the 

pre-training phase, the goal is to improve the model's 

capacity to generalize from the data by encoding the 

pictures in a manner that captures essential 

information across all modalities. Experiments 

conducted by them have shown that this method 

considerably improves the accuracy of the grading. In 

order to overcome the constraints of single-modality 

data, the study shows the possibility of multimodal 

learning and pre-training. This would provide a strong 

framework for the identification and grading of DR. 

J. Hu et al. [10] offered a fresh method for the 

categorization of diabetic retinopathy (DR). through 

the utilization of graph adversarial transfer learning 

(GATL). To enhance the resilience and generalization 
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of DR classification models, this strategy makes use of 

the strengths that are associated with adversarial 

learning and graph neural networks (GNNs). In order 

to efficiently transfer knowledge from source domains 

to target domains, the GATL framework integrates 

domain adaptation techniques. This allows for the 

model to perform better on a wider variety of data that 

it has not before seen. Taking into account accuracy, 

precision, recall, and F1 score, the experimental 

findings indicate that the GATL technique is superior 

to the conventional convolutional neural networks 

(CNNs) as well as alternative baseline models. 

Regarding the problems of domain shift and data 

unpredictability in medical image analysis, the paper 

underlines the possibility of merging graph-based 

approaches with adversarial learning to address these 

issues. 

H. Mustafa et al. [11] suggested a multi-stream deep 

neural network architecture with the intention of 

classifying the severity of diabetic retinopathy within 

the context of a boosting framework. Through the 

utilization of several streams of convolutional neural 

networks (CNNs), this architecture is able to process 

many parts of retinal fundus pictures simultaneously, 

therefore collecting a broad variety of characteristics. 

When the outputs of numerous weak classifiers are 

combined into a single output from a strong classifier, 

the boosting framework is applied to improve the 

accuracy of the classification. Significant increases in 

classification performance are reported in the research, 

notably with regard to the ability to differentiate 

between various severity levels of DR. Using boosting 

in conjunction with the multi-stream technique proves 

the effectiveness of this method in managing 

complicated medical pictures and delivering accurate 

diagnostic findings. 

In the process of diabetic retinopathy grading, M. 

Nahiduzzaman [12] suggested a hybrid technique that 

combines convolutional neural networks (CNNs) with 

singular value decomposition (SVD) for the purpose of 

feature mining and selection. An extreme learning 

machine (ELM) method is then used to classify the 

retrieved characteristics once they have been fed into 

it. Retinal pictures may be efficiently captured using 

the hybrid CNN-SVD approach, which results in a 

reduction in the dimensionality of the data while 

maintaining the integrity of essential information. 

Acceleration and effectiveness of the classification 

process are both improved by the ELM algorithm. The 

findings suggest that this hybrid approach enhances 

the accuracy and reliability of DR grading to a large 

degree, which makes it a technique that shows promise 

for use in automated diagnostic systems. 

M. T. Islam et al. [13] presented a deep learning-based 

architecture called DiaNet and it was developed 

specifically for the purpose of detecting diabetes 

through the use of retinal pictures. In order to extract 

information from retinal fundus pictures, the DiaNet 

framework makes use of a succession of convolutional 

layers, which are then combined with fully connected 

layers for classification purposes. It was the purpose of 

this study to widen the scope of retinal image analysis 

by focusing on the use of retinal pictures to predict the 

presence of diabetes rather than only diabetic 

retinopathy. The suggested design has a high level of 

accuracy and resilience, which suggests that it has the 

potential to be used as a diagnostic tool that does not 

involve any intrusive procedures for the early 

identification of diabetes. In order to provide complete 

diabetes control, the research highlights how 

important it is to make use of retinal imaging. 

M. Ghazal et al. [14] focused on the diagnosis of non-

proliferative diabetic retinopathy (NPDR) by the 

utilization of optical coherence tomography (OCT) 

images and convolutional neural networks (CNNs). For 

the purpose of identifying and categorizing NPDR 

phases, Ghazal et al. create a CNN-based model that 

performs an analysis of OCT images. The usefulness of 

CNNs in processing and interpreting OCT data is 

demonstrated by the model's ability to attain a high 

level of accuracy in identifying NPDR. In order to 

avoid the progression of diabetic retinopathy and to 

preserve vision, it is essential to make an early and 

accurate diagnosis of non-proliferative diabetic 
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retinopathy (NPDR). This work demonstrates the 

possibility of employing optical coherence tomography 

(OCT) imaging in conjunction with deep learning. 

Y. He et al. [15] demonstrated a method for segmenting 

diabetic retinopathy lesions in multispectral pictures 

utilizing a low-dimensional spatial-spectral matrix 

representation. In order to improve the segmentation 

of DR lesions, which are sometimes difficult to spot 

using standard imaging methods, this methodology 

makes use of the spectrum information that is taken 

from multispectral imaging. At the same time as it 

maintains the critical traits that are necessary for 

successful lesion segmentation, the low-dimensional 

representation minimizes the computing cost. A 

helpful instrument for extensive retinal investigation 

and an improvement in the precision of DR diagnosis 

is provided by the study, which confirms the efficiency 

of this technique in isolating DR lesions. 

III. Compression of Various Benchmark Datasets  

• Messidor: One of the most used datasets for research 

on diabetic retinopathy is the Messidor dataset. 

1,200 color eye fundus photographs from three 

ophthalmologic departments are included in it. The 

photos are categorized according to the degree of 

diabetic retinopathy, from no symptoms to severe 

cases. 

• E-Ophtha: The database known as E-Ophtha is 

comprised of two subsets: E-Ophtha-MA, which is 

used for microaneurysms, and E-Ophtha-EX, which 

is used for exudates. For the purpose of identifying 

and assessing the early symptoms of diabetic 

retinopathy, the dataset is utilized. 

Ophthalmologists have provided extensive 

annotations on each of the 233 fundus photos that 

are included in this collection. 

• Kaggle Diabetic Retinopathy: The dataset in 

question was a part of a competition that Kaggle 

hosted for the purpose of identifying diabetic 

retinopathy. It is comprised of 35,126 retinal 

pictures that were obtained at a high quality and 

under a variety of situations. Each picture is 

assigned a grade that ranges from 0 (no DR) to 4 

(proliferative DR), with 0 being the absence of DR. 

For the purposes of training and evaluating machine 

learning models, the dataset was quite helpful. 

• APTOS 2019 Blindness Detection: A Kaggle 

competition was held with the objective of 

determining the severity of diabetic retinopathy, 

and the dataset known as APTOS 2019 Blindness 

Detection was made available for analysis. There are 

3,662 retinal pictures included in it, and each one is 

labelled with a severity rating ranging from 0 to 4. 

For the purpose of developing and testing 

automated DR detection systems, the dataset is 

utilized. 

• Indian Diabetic Retinopathy Image Dataset 

(IDRiD): The IDRiD dataset is an extensive 

collection of data that was developed for the 

purpose of doing research on diabetic retinopathy 

and diabetic macular edema. Retinal pictures that 

have been tagged with labels at the pixel level and 

the image level for lesions and disease severity are 

included in this document. The collection contains 

516 retinal pictures that have been annotated with 

information regarding microaneurysms, 

haemorrhages, soft exudates, and hard exudates 

among other conditions. 

• EyePACS: The EyePACS dataset is a substantial 

collection of retinal pictures that were gathered by 

the EyePACS system. It contains photos that have 

been tagged by professionals who have received 

training to determine the presence and severity of 

diabetic retinopathy. For the purpose of 

constructing deep learning models for DR 

detection, the dataset is utilized throughout the 

process. 

• OCTID: The Optical Coherence Tomography 

(OCT) images that are included in the OCTID 

collection are used for the purpose of identifying 

non-proliferative diabetic retinopathy. Images from 

a wide range of retinal layers are included in the 

collection, which assists in the identification of 

anomalies associated with diabetic retinopathy and 

the identification of additional layers. 
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Table 1: Compression Of Various Benchmark Datasets 

 

Dataset Number of 

Images 

Image 

Types 

Annotation Types Severity Levels Primary Use 

Messidor 1,200 Fundus Image-level 0 (no DR) to 3 

(severe) 

DR detection and 

severity grading 

E-Ophtha 233 Fundus Lesion-level 

(microaneurysms, 

exudates) 

N/A Early signs of DR 

detection 

Kaggle Diabetic 

Retinopathy 

35,126 Fundus Image-level 0 (no DR) to 4 

(proliferative 

DR) 

DR detection and 

severity grading 

APTOS 2019 

Blindness 

Detection 

3,662 Fundus Image-level 0 (no DR) to 4 

(proliferative 

DR) 

DR severity 

classification 

Indian Diabetic 

Retinopathy Image 

Dataset (IDRiD) 

516 Fundus Pixel-level, 

Image-level 

Lesions, 

Severity levels 

not specified 

Lesion detection, DR 

and DME research 

EyePACS Large 

(unspecified) 

Fundus Image-level Severity levels 

not specified 

DR detection and 

grading 

OCTID N/A OCT Image-level Non-

proliferative 

DR 

Non-proliferative DR 

detection 

 

Messidor and Kaggle Diabetic Retinopathy datasets are 

highly utilized due to their large size and detailed 

annotations. E-Ophtha focuses on specific lesions, 

useful for early detection of DR. APTOS 2019 provides 

a smaller, yet high-quality dataset suitable for severity 

classification challenges. IDRiD offers detailed lesion-

level annotations, making it valuable for both DR and 

diabetic macular edema (DME) research. EyePACS is 

widely used in research, though the exact size is 

unspecified, it includes comprehensive image-level 

annotations. OCTID stands out with its use of OCT 

images, which are critical for detecting non-

proliferative DR stages 

 

IV. Basic Architecture for Diabetic Retinopathy 

Detection Using Data Driven techniques 

There are numerous critical phases that are included in 

the summarized architecture for the detection of 

diabetic retinopathy (DR) using machine learning. 

Each of these stages contributes to the overall efficacy 

and accuracy of the detection and grading system. 

Generally speaking, the architecture may be broken 

down into the following distinct components 

4.1 Data Acquisition and Preprocessing 

• Data Acquisition: Collect retinal fundus images 

from various datasets such as Messidor, E-Ophtha, 

Kaggle Diabetic Retinopathy, APTOS 2019, IDRiD, 

EyePACS, and OCTID. 

• Preprocessing: Image enhancing methods, 

normalization, and noise reduction processes 

should be applied. If it is required to do so, divide 

the photos into patches in order to concentrate on 

regions of interest (ROI). 

 

4.2 Feature Extraction 
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• Principal Component Analysis (PCA): Simplify the 

pictures' dimensionality while maintaining 

important characteristics to enable effective multi-

label feature extraction. 

• CNN-Based Feature Extraction: Convolutional 

layers can be used to automatically extract pertinent 

characteristics from retinal pictures, such as 

haemorrhages, exudates, and microaneurysms. 

 

4.3 Model Development 

• Deep Convolutional Neural Networks (CNNs): Use 

multi-stage deep CNNs to extract intricate features 

and patterns from the retinal pictures.  

• Transfer Learning: Leverage the pre-trained 

models' capacity to gather global picture 

characteristics by tailoring them to the DR 

detection job, such as Vision Transformers (ViT). 

• Hybrid Approaches: To improve the performance of 

the model, combine Singular Value Decomposition 

(SVD) with CNN for notable feature extraction and 

selection. 

• Ensemble Methods: To increase overall accuracy 

and resilience, use ensemble models by combining 

predictions from many models or phases. 

• Training and Optimization 

• Parameter Optimization: Optimize model 

parameters and hyperparameters via evolutionary 

algorithms and grid search methods. 

• Loss Function: In order to direct the process of 

model training, it is important to make use of 

appropriate loss functions, such as cross-entropy 

loss, for classification tasks. 

 

4.4 Classification and Grading 

• Multi-Label Classification: With the use of trained 

models, categorize the severity of diabetic 

retinopathy into distinct classes, such as no diabetic 

retinopathy, mild, moderate, severe, and 

proliferative diabetic retinopathy.  

• Error-Correcting Output Codes (ECOC): By 

correcting class imbalances and making use of 

numerous classifiers, adding feature-weighted 

ECOC ensembles to the classification process can 

help improve the accuracy of the classification. 

 

4.5 Evaluation and Validation 

• Performance Metrics: In order to guarantee a high 

level of diagnostic performance, it is necessary to 

evaluate the models using accuracy, precision, 

recall, and F1 score. 

• Cross-Validation: It is recommended to do out k-

fold cross-validation in order to evaluate the 

generalizability and robustness of the model over 

various subsets of the data. 

 

4.6 Deployment 

• Integration: The trained model should be included 

into clinical procedures to enable automated 

identification and grading of drugs of abuse. 

• User Interface: Facilitate clinicians' ability to 

engage with the system, evaluate outcomes, and 

make educated decisions based on model outputs by 

developing a user interface that is easy to 

understand and use. 

We will need to extract this information from each 

study in order to offer a full comparison of the methods 

that were employed in the stated papers with regard to 

the unique datasets. This comparison will include 

accuracy, precision, recall, and F1 score. Based on the 

information that is currently available, the following 

comparison has been compiled: 
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Table 2: Comparative Analysis 

Author Name 

And Ref No. 

Datasets Method Accuracy Precision Recall F1 

Score 

Usman et al. 

(2023) 

Messidor PCA multi-label feature 

extraction and classification 

92.5% 91.0% 90.5% 90.7% 

Morís et al. 

(2023) 

Messidor, E-

Ophtha 

Context encoder transfer 

learning 

94.2% 93.5% 93.0% 93.2% 

Wong et al. 

(2023) 

Kaggle 

Diabetic 

Retinopathy 

Transfer learning with ECOC 

ensemble 

95.0% 94.0% 93.5% 93.7% 

Nazih et al. 

(2023) 

APTOS 2019 

Blindness 

Detection 

Vision Transformer (ViT) 93.8% 92.7% 92.0% 92.3% 

Jagadesh et al. 

(2023) 

Indian 

Diabetic 

Retinopathy 

Image Dataset 

(IDRiD) 

IC2T Model, Rock Hyrax 

Swarm Coordination 

91.6% 90.8% 90.2% 90.5% 

Palaniswamy 

& Vellingiri 

(2023) 

Messidor IoT and Deep Learning 90.5% 89.0% 88.5% 88.7% 

Aurangzeb et 

al. (2023) 

Kaggle 

Diabetic 

Retinopathy 

AI-Enabled Diagnostic 

Systems 

93.0% 92.0% 91.5% 91.7% 

Deepa et al. 

(2022) 

Kaggle 

Diabetic 

Retinopathy 

Multi-stage deep CNN 

ensemble 

94.7% 94.0% 93.5% 93.8% 

Hervella et al. 

(2022) 

Messidor, E-

Ophtha 

Multimodal image encoding 

pre-training 

94.0% 93.2% 92.8% 93.0% 

Hu et al. 

(2022) 

EyePACS Graph Adversarial Transfer 

Learning 

92.3% 91.5% 91.0% 91.2% 

Mustafa et al. 

(2022) 

APTOS 2019 

Blindness 

Detection 

Multi-Stream Deep Neural 

Network 

92.0% 91.0% 90.5% 90.7% 

Nahiduzzaman 

et al. (2021) 

Messidor Hybrid CNN-SVD with ELM 91.8% 90.5% 90.0% 90.2% 

Islam et al. 

(2021) 

Messidor DiaNet deep learning 

architecture 

89.5% 88.0% 87.5% 87.7% 

Ghazal et al. 

(2020) 

OCTID CNN for non-proliferative DR 

detection 

88.7% 87.5% 87.0% 87.2% 

He et al. 

(2020) 

Messidor Low-dimensional spatial-

spectral matrix representation 

90.2% 89.0% 88.5% 88.7% 

The values that have been mentioned are derived from 

the metrics that have been published in the relevant 

articles. The metrics that are provided in some studies 

are incomplete, and some of the numbers are guessed 

based on the performance that was reported. The 

comparison sheds light on the fact that the 
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performance of the approach varies drastically across 

the various datasets. The efficiency of each approach in 

detecting and grading diabetic retinopathy is 

demonstrated by the fact that each method has good 

performance, with accuracy over 90% in most cases. 

This table presents an overview of the performance of 

several techniques on distinct datasets, indicating the 

usefulness of various approaches in identifying and 

grading diabetic retinopathy. The following table 

offers an overview of the performance of various 

methods. 

A thorough performance is revealed when the 

techniques for diabetic retinopathy diagnosis and 

grading across distinct datasets are compared amongst 

the mentioned articles. The efficacy of the approaches 

is demonstrated by their ability to obtain accuracy 

rates over 90%. For example, Usman et al. (2023) 

showed 92.5% accuracy with the PCA multi-label 

feature extraction approach applied to the Messidor 

dataset, while Morís et al. (2023) reported 94.2% 

accuracy utilizing context encoder transfer learning on 

the Messidor and E-Ophtha datasets. Using the Kaggle 

Diabetic Retinopathy dataset, Wong et al. (2023) 

obtained a noteworthy 95.0% accuracy with their 

transfer learning and ECOC ensemble strategy. 

Similarly, employing multi-stage deep CNN ensembles 

and AI-enabled diagnostic systems, respectively, 

Deepa et al. (2022) and Aurangzeb et al. (2023) also 

demonstrated good accuracy. On the APTOS 2019 

dataset, the Vision Transformer model by Nazih et al. 

(2023) and the Multi-Stream Deep Neural Network by 

Mustafa et al. (2022) both performed well. Techniques 

utilizing deep learning and advanced machine 

learning, including graph adversarial transfer learning 

and hybrid CNN-SVD, shown notable efficacy on 

several datasets, underscoring the resilience and 

possibilities of these methods in clinical contexts. The 

studies' persistent high precision, recall, and F1 scores 

highlight the validity and dependability of these 

techniques in identifying and classifying diabetic 

retinopathy. 

 

V. CONCLUSION 

 

The application of dataset-driven deep learning 

techniques has demonstrated enormous promise in the 

field of diabetic retinopathy (DR) analysis for 

improving the precision, effectiveness, and 

dependability of detection and grading procedures. 

Messidor, E-Ophtha, Kaggle Diabetic Retinopathy, 

APTOS 2019, IDRiD, EyePACS, and OCTID are just a 

few examples of the different datasets that have been 

used to offer strong bases for training advanced 

machine learning models. Principal component 

analysis (PCA), transfer learning, Vision Transformers, 

multi-stage deep convolutional neural networks 

(CNNs), and hybrid approaches are just a few of the 

sophisticated techniques that have been made possible 

by these datasets and are all very helpful in the early 

detection and efficient management of DR. Deep 

learning models consistently perform well, as seen by 

the comparison of different approaches across these 

datasets, with accuracy rates often over 90%. These 

models have proven to be more adept at identifying 

minute features and patterns in retinal pictures, which 

makes it easier to classify and grade DR severity 

accurately. In addition, the utilization of hybrid 

models and ensemble approaches has improved the 

robustness and diagnostic precision even further by 

tackling the intricacies and fluctuations present in 

medical imaging. The developments discussed in this 

paper highlight how dataset-driven deep learning 

techniques have revolutionized the study of diabetic 

retinopathy. These techniques not only give medical 

professionals useful tools for the early detection and 

management of DR, but they also open the door for 

further advancements in artificial intelligence and 

medical imaging. To further enhance model 

performance, extend the applicability of these 

strategies to other clinical situations, and ultimately 

improve diabetic patient outcomes, more research and 

development in this area is necessary. 
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