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 Heart disease is still a major global health concern, but its effects can be 

significantly diminished via early detection and prevention. Using a combination 

of established risk variables and cutting-edge machine learning methods and For 

the predicted accuracy, a machine learning ensemble model is used. This 

ensemble model combines neural networks, support vector machines, and 

decision trees to accurately represent intricate nonlinear interactions between 

the variables. Validation of sizable and varied patient dataset, including both 

those with and without cardiac disease, is used to run the model. The model's 

performance indicators, such as accuracy, precision, recall, and F1-score, are 

used to assess how well it can identify those who are at high risk. To demonstrate 

the improvements in accuracy and dependability, comparisons are done against 

current risk prediction models. The findings show the integrated model's 

improved predictive power and offer clinicians and other healthcare 

professionals a useful tool for identifying those who are more likely to acquire 

heart disease. By providing insights into the main causes of the disease, this 

method may help develop customized preventive measures. The suggested 

integrated predictive model has promise for enhancing public health outcomes 

and fostering proactive cardiac treatment because heart disease continues to be 

a major cause of mortality.  

Keywords : IoT, Machine Learning, Decision Tree, PPG Sensors, SVM, Model 

Prediction 

 

Publication Issue 

Volume 10, Issue 1 

January-February-2024 

 

Page Number  

251-257 

 

I. INTRODUCTION 

 

Heart disease is a major global health concern, and 

combining machine learning (ML) and internet of 

things (IoT) technology can improve early 

identification and prevention. Healthcare systems can 

use real-time data gathering capabilities from IoT-

enabled devices to gain a more accurate picture of a 
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person's cardiovascular health. ML algorithms can 

adapt to a patient's changing condition, enabling early 

detection of anomalies and trends that could indicate 

heart disease onset.  

Remote monitoring through IoT devices (IOT devices 

like smart-watch that have integrated heart rate 

monitoring sensors like PPG (Photoplethysmography) 

sensors, this system forecasts the likelihood of 

developing heart disease. In the traditional risk 

assessment, factors including age, gender, blood 

pressure, cholesterol, and smoking history are 

included. This reduces the need for in-person medical 

visits, enhancing patient convenience and enabling 

healthcare professionals to monitor a larger number of 

patients effectively. 

Challenges such as data security, interoperability of 

IoT devices, and model interpretability need to be 

addressed for widespread adoption of ML-powered IoT 

solutions for heart disease prediction. The 

development and application of a heart disease 

prediction system that uses the Random Forest 

algorithm and boasts a remarkable accuracy rate of 

95.2% is a significant advance in both healthcare and 

data science. Heart disease is still a major global health 

concern, highlighting the crucial role that accurate 

prediction models play in enabling early diagnosis and 

prompt care. Achieving such a high level of accuracy is 

an outstanding accomplishment with significant 

benefits for improving patient care and maximizing 

health outcomes. 

 

II.RELATED WORK 

 

In order to automate the detection of cardiac diseases, 

the Ensemble Deep Learning System for Health (EDL-

SHS) was developed [18] in a cloud computing 

environment driven by incorporated Internet-driven 

things. In this situation, the concept of "Health Fog" 

provides medical care as a "fog" by utilising IoT devices 

to efficiently manage patient heart data in response to 

user requests. The fog-busting nucleus analyses the 

model's effectiveness by assessing variables like 

latency, the black band, energy consumption, error, 

precision, and execution time. Because of its 

adaptability, Health-Fog may be tailored to meet the 

needs of the customer and provide the greatest service 

quality or prediction accuracy in a variety of fog 

computing scenarios. In order to bridge the resource 

gap for the high-precision demands of deep learning, 

complex deep learning networks are easily 

incorporated into edge computing paradigms using 

special communication mechanisms and models, such 

as assembly. This ensures increasing precision with 

minimal delays. 

To quickly identify heart disease, recurrent networks 

of neurons (RNN) were introduced. Their new neural 

network models quickly recognise events over the 

course of 20 to 18 months of monitoring by include 

cases and controls. Using neural networks, vectorial 

support systems, and a K-nearest neighbour classifier, 

the model's performance indicators were compared to 

those of a regularised linear regression. The emphasis 

of the design is on using temporal relationships in 

conjunction with deep learning models, particularly 

over a finite period of observation of between 12 and 

18 months. The ability to avoid unanticipated cardiac 

accidents is improved as a result. Il has introduced a 

Deep Neural Network (DNN) focus for diagnosing 

cardiac diseases [20]. Their research yielded significant 

discoveries while displaying a DNN architecture with 

five levels that was created to minimise and optimise 

algorithmic risk. Additionally, the architecture based 

on optimisation manages data flaws and errors 

effectively while delivering outstanding performance. 

The research's optimised structures were assessed 

during the evaluation phase using a K-vertex cross-

validation and a Matthews correlation coefficient 

(MCC) evaluation. Through the use of open-source 

software and a publicly accessible data base from the 

Cleveland Clinic, the study demonstrated the use of 

DNN in the medical field. Utilising an adjustable 

system built on vague rules is a new way to assess the 

threat posed by the cardaca disease. The automatic 

diagnosis system makes use of a genetic algorithm and 
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an improved particulate variable optimisation 

technique with an exceptional 92.3% accuracy level 

[21]. By combining methods for selecting multiple and 

univariate characteristics with a decision tree for 

classification, an additional technique for identifying 

cardiac diseases achieves a high level of accuracy of 

92.8% [22].Furthermore, a sequential forward 

selection (SFS) feature selection method and a random 

forest classification method are combined in an IoT-

driven hybrid system for the prediction of 

cardiovascular illness. With a remarkable 98% 

accuracy compared to other heuristic recommender 

systems, this holistic method not only offers precise 

forecasts but also offers age-and gender-specific 

physical and dietary advice [27]. The Kernel random 

forest [28], a data-driven ensemble classifier, has 

extraordinary performance by obtaining 98% accuracy 

on a heart disease dataset.A ground-breaking 

framework for the Internet of Things that uses deep 

convolutional neural networks and wearable sensors to 

collect blood pressure and ECG data outperforms 

logistic regression and other neural networks with a 

higher accuracy of 98.2% [29]. The chance of getting 

heart disease is also predicted by a sophisticated smart 

system that examines information from wearable 

sensors and patient medical histories. It is possible to 

identify heart disease with an amazing 98.5% accuracy 

using a feature fusion technique and the ensemble deep 

learning model logistics, and you can also get 

personalised eating advice based on your medical 

problems [30]. 

 

III.PROPOSED SYSTEM 

 

DATASET: 

The UC Irvine ML Repository-Cleveland dataset, 

which contains 303 instances and 14 attributes, is 

included in this dataset. 

Features of the dataset: 

• Age: Patient age. 

• Sex: For males indicates 1, females 0. 

• Chest pain type: For angina - (0), atypical angina – (1), 

non-anginal pain – (2), asymptomatic –(3). 

• Resting blood pressure: Resting blood pressure upon 

hospital admission. Measured in mm/Hg. 

• Serum Cholesterol: Blood cholesterol level measured 

in mg/dL. 

• Fasting blood sugar: If the blood sugar level is over 

120 mg/dL after a fast of not eating overnight, it is  

considered to be high (1—true). If it is below 120 

mg/dL, it is considered to be normal (0—false). 

• Resting ECG: An ECG test result can be categorized 

as follows: 0 for a normal result, 1 for the presence  

of ST-T wave abnormality, and 2 for left ventricular 

hypertrophy. 

• Maximum heart rate: Maximum heart rate during 

exercise. 

• Exercise angina: Angina occurred by a workout, 0 for 

no; 1 for yes 

• Old peak: ST depression due to exercise relative to 

relaxation will observe in the ECG test. 

• ST slope: Maximum workout 1 for upsloping; 2 for 

flat; 3 for down sloping 

• Ca: The number of major blood vessels that can be 

visualized using fluoroscopy can range from 0 to 3. 

• Thal: Thalassemia is a blood disorder caused by 

abnormal hemoglobin production, with a score of 3  

indicating normal production, 6 indicating permanent 

deficiency, and 7 signifying temporary impairment. 

• Target: No heart disease—0; heart disease—1 

 
Fig 1: workflow of heart prediction system 
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The workflow of the prediction system in the image 

can be summarized as follows: 

1. The user enters the desired data. Data about patients 

who have heart disease is collected from medical 

records, surveys, or other sources. 

2. The data is pre-processed to remove noise, outliers 

and missing values. 

3. The data is split into training and testing sets. 

4. A machine learning algorithm is trained on the 

training set. 

5. The trained model is used to make predictions on the 

testing set. 

6. The accuracy of the model is evaluated. 

7. The model is deployed and used to make predictions 

on new data. 

The Fig.1 shows a specific example of a prediction 

system that is used to predict the treatment required 

for a patient. The system takes as input the patient's 

medical records, and then uses an ensemble model to 

make a prediction about the best treatment. The 

ensemble model is a combination of multiple machine 

learning algorithms, which helps to improve the 

accuracy of the predictions. 

 

 
Fig 2 : Proposed Architecture 

 

Predictive Model Uncertainty Estimation: 

- Implementing methods to calculate the degree of 

uncertainty in model forecasts, giving users a 

confidence score for every forecast. 

Classification Methods: 

1. Random Forest Classifier: 

By averaging the forecasts of their real trees, the RF 

classifier generates predictions. RF is a supervised 

machine learning technique built on ensemble 

learning. It combines numerous decision trees using 

bagging to increase prediction accuracy. Every person 

receives individualized bagging instruction. Each 

decision tree is tested during the training process using 

various data samples that were produced at random 

using replacements from the original dataset. A 

random selection of features is also made when 

building trees. The combined projections from 

different trees are combined by a majority vote. 

Model Accuracy: 95.2% 

2. KNN Classifier: 

KNN is a method of lazy learning or instance-based 

learning. The method of developing a model without 

the need for training data is referred to as lazy learning. 

they are chosen from a collection of objects with 

predetermined traits or classifications. It first 

determines the k data points that are most similar to 

the new data point in order to forecast the label of the 

new data point. The user must choose the k value as a 

hyper parameter. while the k number is larger, more 

data points are considered while creating predictions, 

which could lead to slower performance but also more 

precise forecasts. As the k value drops, fewer data 

points are considered, which might lead to faster 

processing but less accurate projections. 

Model accuracy: 84% 

3. Decision Tree: 

It is a supervised machine learning approach known as 

a decision tree can be applied to both classification and 

regression applications. It functions by building a 

decision tree-like structure, with each decision node 

standing in for a data feature and each leaf node for a 

class label. The feature that best divides the data into 

two pure subsets is chosen for the splitting process. A 

straightforward and understandable algorithm, 

decision trees are simple to comprehend and use. They 

are also incredibly adaptable and useful for a wide 

range of jobs. They may, however, be susceptible to 

data noise and overfit the training set 
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IV.CONCLUSION 

 

In conclusion, this research presents a promising 

strategy has been the combination of machine learning 

(ML) algorithms and internet of things (IoT) 

technology. With the help of IoT data and three 

wellknown ML algorithms, Decision Trees, K-Nearest 

Neighbors (KNN), and Random Forest, this study 

aimed to improve heart disease prediction. The study's 

main accomplishment was a remarkable 95.2% 

accuracy rate using the Random Forest method. It was 

used as the main machine learning algorithm, 

prediction accuracy increased significantly when 

compared to the other algorithms. This demonstrates 

how well ensemble learning techniques work with 

challenging medical datasets. It also offers information 

on feature importance, which can help medical 

professionals comprehend the elements that have the 

greatest impact on heart disease. Future investigations 

and clinical judgments can be informed by this 

information. IoT and ML integration, together with 

the Random Forest algorithm's 95.2% accuracy rate, 

marks a substantial leap in the prediction of cardiac 

disease. By enabling early detection and intervention, 

this technology has the potential to improve healthcare 

and ultimately save lives. However, prior to the 

system's widespread implementation in clinical 

practice, it is essential to address issues and guarantee 

its dependability and security. 
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