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ABSTRACT  

This research introduces a cutting-edge web framework specifically tailored for detecting cervical cancer using 

advanced machine learning techniques. The framework leverages a comprehensive dataset that encompasses 

demographic details, medical history, sexual behavior, contraceptive use, and previous medical diagnoses. By 

integrating multiple models, including AdaBoost, XGBoost, a stacking classifier, and logistic regression, the 

framework enhances the accuracy and reliability of cervical cancer diagnosis. The primary objective is to enable 

early detection and prompt intervention, which are crucial for improving patient outcomes in cervical cancer 

care. Through a thorough evaluation and comparison of these algorithms, the study demonstrates their 

effectiveness in predictive modeling for cervical cancer, marking a significant step forward in the application of 

machine learning in healthcare. 

Keywords : AdaBoost, XGBoost, Stacking Classifier, and Logistic Regression Models. 

 

I. INTRODUCTION 

 

Cervical cancer remains a significant global health 

issue, particularly in low- and middle-income 

countries where access to screening, early diagnosis, 

and treatment is often limited. Several challenges 

contribute to this problem: 

1.1.Insufficient Screening Programs: In many areas, 

regular screening methods such as Pap smears or HPV 

testing are not widely accessible. Without consistent 

screening, cervical cancer is often detected at a more 

advanced and less treatable stage. 

1.2.Limited Healthcare Resources: The lack of 

adequate healthcare infrastructure, including a 

shortage of trained medical professionals and facilities, 

can obstruct early detection and effective treatment. 

1.3.HPV Vaccination Accessibility: The HPV vaccine, 

which has the potential to prevent a significant 

number of cervical cancer cases, may not be readily 

available or affordable in some regions. 

1.4.Education and Awareness Deficit: There may be 

insufficient public knowledge about cervical cancer 

and the critical role of screening and vaccination in 

preventing the disease. 

1.5.Socioeconomic Barriers: Factors such as poverty, 

limited education, and other socioeconomic challenges 

can also restrict access to essential healthcare services 

and preventive measures against cervical cancer. 
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II. MOTIVATION AND PROBLEM STATEMENT 

 

In response to the critical need for early intervention 

in cervical cancer, this research introduces a 

groundbreaking web framework that integrates state-

of-the-art machine learning techniques. By combining 

demographic information and medical data—such as 

age, sexual history, and health records—the 

framework employs models like AdaBoost, XGBoost, 

stacking classifiers, and logistic regression. This 

innovative approach is designed to greatly enhance 

diagnostic accuracy and reliability, which is crucial for 

improving patient outcomes. The study carefully 

assesses these algorithms, demonstrating their 

effectiveness in predictive modeling for cervical cancer 

and offering significant advancements in healthcare by 

enabling earlier detection and intervention.Cervical 

cancer continues to be a significant global health 

challenge, highlighting the necessity for improved 

early detection systems. Current diagnostic methods 

often face challenges in terms of accuracy and 

efficiency. To overcome these limitations, this research 

proposes a novel web framework that utilizes advanced 

machine learning techniques. By incorporating models 

such as AdaBoost, XGBoost, stacking classifiers, and 

logistic regression, the framework aims to enhance 

diagnostic precision and dependability. The study's 

objective is to refine early detection processes, which 

are crucial for improving patient outcomes and 

optimizing cervical cancer management strategies. 

Through thorough evaluation and comparative 

analysis, the research underscores the potential of 

these models to advance predictive capabilities in 

cervical cancer detection. 

 

III. LITERATURE REVIEW 

 

3.1.M. Zhao (2022): Published in the European Journal 

of Cancer Prevention, this study focuses on the risk 

factors for cervical cancer among ethnic minority 

women in Yunnan Province, China. By analyzing data 

from 1,119 cervical cancer patients and an equal 

number of control subjects, the research identifies key 

risk factors such as HPV infection, coexisting 

reproductive tract infections, and the absence of basic 

health insurance for rural residents. Conversely, the 

study highlights protective factors like delayed first 

marriage, having fewer than two children, and 

contraceptive use. These findings provide a basis for 

developing targeted strategies to combat cervical 

cancer in this region. 

3.2.  X. Hou (2022): Featured in Frontiers in Oncology, 

this paper explores the integration of artificial 

intelligence (AI) in improving cervical cancer 

screening and diagnosis. Given the significant health 

threat posed by cervical cancer, early detection is 

crucial. AI offers advantages like faster results, reduced 

reliance on specialized personnel, and less subjective 

bias in diagnosis. The study discusses the potential of 

AI to enhance diagnostic accuracy and examines the 

practical considerations and challenges involved in 

incorporating AI into cervical cancer care. 

3.3. Q. Wen (2022): Published in Environmental 

Research, this prospective cohort study investigates the 

link between involuntary smoking (secondhand and 

thirdhand smoke) and cervical cancer risk among non-

smoking Chinese women. The research, drawing on 

data from over 300,000 participants in the China 

Kadoorie Biobank study, reveals that exposure to both 

forms of smoke is associated with an elevated risk of 

cervical cancer. The study reports adjusted hazard 

ratios of 1.22 and 1.24 for daily exposure to secondhand 

and thirdhand smoke, respectively, with the risk 

increasing with longer exposure durations. The 

findings underscore the importance of effective 

tobacco control measures to safeguard women's health 

in China. 

3.4.  S. M. A. Elsalam (2020): This study, from the 

Egyptian Journal of Radiology and Nuclear Medicine, 

evaluates the role of diffusion-weighted magnetic 

resonance imaging (DW-MRI) in diagnosing cervical 

cancer. The researchers compared DW-MRI to 

dynamic contrast-enhanced MRI (DCE-MRI) in 70 

patients with suspected cervical cancer. While both 



Volume 10, Issue 7, May-June-2024 | http://ijsrcseit.com 

Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., May-June-2024, 10 (7) 250-260 

 

 

 

 
252 

imaging techniques showed 100% sensitivity, DW-

MRI provided a mean apparent diffusion coefficient 

(ADC) value of 0.82 × 10−3 mm2/s for malignant tissue, 

compared to 1.56 × 10−3 mm2/s for healthy tissue. An 

ADC threshold of 1.07 × 10−3 mm2/s achieved 97% 

sensitivity and 95.5% specificity in distinguishing 

cancerous from non-cancerous tissue, suggesting DW-

MRI as a viable, contrast-free diagnostic alternative 

when dynamic imaging isn't feasible. 

3.5.  S. K. Singh and A. Goyal (2020): Published in the 

International Journal of Healthcare Information 

Systems and Informatics, this study assesses the 

effectiveness of various machine learning algorithms in 

detecting cervical cancer, focusing on Pap smear 

analysis datasets. The research evaluates hybrid 

segmentation techniques and feature optimization 

using extra tree classifiers to enhance accuracy. The 

study found that logistic regression with L1 

regularization achieved up to 100% accuracy, though 

at a higher computational cost. The paper stresses the 

importance of choosing algorithms based on both 

accuracy and computational efficiency, providing 

insights into improving cervical cancer detection 

through optimal algorithm selection and resource 

management. 

 

IV.  DATASET USED IN CERVICAL CANCER 

 

The "Cervical Cancer" dataset is designed to evaluate 

risk factors and predict the potential occurrence of 

cervical cancer. Below is a detailed explanation of each 

attribute: 

• Age: Refers to the individual’s age when the data 

was collected. This attribute is crucial for analyzing 

how age influences the likelihood of developing 

cervical cancer. 

• Number of Sexual Partners: Indicates the total 

number of sexual partners the individual has had. 

This data is used to examine the relationship 

between sexual activity and the risk of cervical 

cancer. 

• First Sexual Intercourse: Represents the age at 

which the individual first engaged in sexual 

intercourse. This information is essential for 

understanding the impact of early sexual activity 

on the long-term risk of cervical cancer. 

• Number of Pregnancies: Denotes the total number 

of pregnancies the individual has experienced. This 

attribute is used to explore the link between 

pregnancy history and cervical cancer risk. 

• Smokes: Indicates whether the individual is a 

smoker (Yes/No). Smoking is a known risk factor 

for many health issues, including cervical cancer. 

• Smokes (Years): Refers to the number of years the 

individual has been smoking. This data helps to 

assess how the duration of smoking influences the 

risk of cervical cancer. 

• Hormonal Contraceptives: Indicates whether the 

individual uses hormonal contraceptives (Yes/No). 

This attribute is used to explore the possible 

association between hormonal contraceptive use 

and the risk of cervical cancer. 

• Hormonal Contraceptives (Years): Represents the 

number of years the individual has been using 

hormonal contraceptives. This data helps assess the 

long-term effects of hormonal contraceptive use on 

cervical cancer risk. 

• IUD: Indicates whether the individual has used an 

intrauterine device (IUD) for contraception 

(Yes/No). This attribute explores the potential 

influence of IUD usage on the risk of cervical 

cancer. 

• STDs: Shows whether the individual has a history 

of sexually transmitted diseases (STDs) (Yes/No). 

STDs are significant risk factors for cervical cancer. 

• STDs (Number): Indicates the total number of 

different STDs the individual has contracted. This 

attribute is used to examine the impact of multiple 

STD infections on the risk of cervical cancer. 

• STDs: Condylomatosis: Indicates whether the 

individual has experienced condylomatosis, a type 

of wart associated with certain STDs (Yes/No). This 
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attribute assesses the specific impact of this 

condition on the risk of cervical cancer. 

• STDs: Vulvo-perineal Condylomatosis: Refers to 

whether the individual has had vulvo-perineal 

condylomatosis, a condition related to STDs 

(Yes/No). This attribute examines the effect of this 

condition on cervical cancer risk. 

• Hinselmann: A binary indicator showing whether 

the individual tested positive for the Hinselmann 

test, which is used to detect cervical abnormalities 

(Yes/No). This attribute links test outcomes to the 

risk of cervical cancer. 

• Schiller: A binary indicator showing whether the 

individual tested positive for the Schiller test, 

another diagnostic test for detecting cervical 

abnormalities (Yes/No). This attribute provides 

insights into the relationship between Schiller test 

results and the risk of cervical cancer.                                                                 

 

V. METHODOLOGY 

 

The methodology for analyzing the "Cervical Cancer" 

dataset involves several key steps. Initially, data 

cleaning and preprocessing are performed to handle 

missing values, standardize formats, and address any 

inconsistencies. Next, exploratory data analysis (EDA) 

is conducted to understand the distribution of variables 

and identify patterns or correlations among attributes. 

Statistical tests and correlation analyses are used to 

evaluate relationships between risk factors and cervical 

cancer. Predictive modeling techniques, such as 

logistic regression, decision trees, or machine learning 

algorithms, are applied to build models that predict the 

likelihood of cervical cancer based on the input 

features. The performance of these models is assessed 

using metrics like accuracy, precision, recall, and the 

area under the ROC curve (AUC). Finally, model 

validation is carried out through techniques like cross-

validation to ensure robustness and generalizability. 

Insights gained from the analysis are used to interpret 

risk factors and guide preventative strategies. 

 

 

 
Figure 1. Flow Diagram 

 
Figure 2. Architecture 

 

AdaBoost:  

AdaBoost, short for Adaptive Boosting, is a key 

ensemble learning technique that has played a 

significant role in advancing the "A Novel Web 

Framework for Cervical Cancer Detection System" 

project. This method enhances the overall accuracy by 

combining multiple weak classifiers to form a robust 

predictive model. AdaBoost trains these classifiers 

sequentially, focusing more on the instances that 

previous classifiers found challenging, thereby 

improving performance. In the context of cervical 

cancer detection, AdaBoost excels at handling complex 

datasets and mitigating overfitting, making it an ideal 

choice. Its iterative learning process ensures the final 

model is proficient at identifying patterns associated 

with cervical cancer from both medical imaging and 

patient data. The incorporation of AdaBoost into the 

web framework underscores its critical role in 

achieving high accuracy and reliability, marking a 
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significant milestone in applying machine learning to 

healthcare diagnostics. 

 
                                     Adaboost 

Metrics Table: 

 
 

XGBoost:  

XGBoost, or eXtreme Gradient Boosting, is a crucial 

component of our advanced Cervical Cancer Detection 

System. Renowned for its efficiency in managing large 

datasets and delivering superior predictive accuracy, 

XGBoost uses gradient boosting to iteratively refine 

and enhance predictive models. Its flexibility in 

handling different data types, optimizing 

hyperparameters, and minimizing overfitting makes it 

an essential part of our sophisticated system. By 

integrating XGBoost, we aim to achieve outstanding 

precision and reliability in detecting cervical cancer 

markers from complex medical data. This algorithm 

strengthens our model's ability to identify subtle signs 

of cancerous changes and significantly enhances the 

robustness and scalability of our innovative web 

framework, providing healthcare professionals with 

cutting-edge diagnostic tools. 

 
XGBOOST 

Stacking Classifier:  

In the project the stacking classifier plays a pivotal role 

in boosting diagnostic accuracy. This advanced 

framework combines multiple machine learning 

models, such as Random Forest, Support Vector 

Machine (SVM), and Gradient Boosting Machine 

(GBM), within a hierarchical structure. Each model 

contributes its unique predictive strengths, improving 

the system's ability to detect cervical cancer from 

diagnostic features obtained from medical images or 

patient data. The stacking approach employs a meta-

classifier that learns from the predictions of these base 

models, leading to better performance than using 

individual classifiers alone. The web framework 

facilitates seamless integration of these models, 

providing healthcare professionals with powerful 

diagnostic tools for early and accurate detection of 

cervical cancer, ultimately improving patient 

outcomes and reducing healthcare costs. 

 
Stacking Classifier 

 

Metrics Table: 

 
Logistic Regression:  

Logistic Regression is a fundamental part of the novel 

web framework designed for the Cervical Cancer 

Detection System. This machine learning algorithm is 

particularly effective for binary classification tasks, 

making it well-suited for predicting the presence or 

absence of cervical cancer based on patient data. By 

analyzing various features such as age, hormone levels, 

and medical history, Logistic Regression estimates the 

likelihood of a patient having cervical cancer. Within 



Volume 10, Issue 7, May-June-2024 | http://ijsrcseit.com 

Int. J. Sci. Res. Comput. Sci. Eng. Inf. Technol., May-June-2024, 10 (7) 250-260 

 

 

 

 
255 

the web framework, Logistic Regression can be 

deployed to offer real-time predictions and 

recommendations. The model is trained on historical 

patient data, learning to distinguish between cases with 

and without cervical cancer. Once implemented, it aids 

healthcare professionals by providing a tool to assess 

patient risk levels, contributing to early detection and 

improved patient outcomes. Additionally, the model's 

coefficients can provide insights into the most 

influential factors affecting cervical cancer risk, 

offering valuable information for both clinicians and 

researchers. 

 
Logistic Regression 

Metrics Table: 

 
 

Decision Tree: 

 Decision Tree algorithms are a vital component of the 

innovative web framework developed for the Cervical 

Cancer Detection System. The strength of Decision 

Trees lies in their clear, hierarchical structure, which 

enables the classification of cervical cancer based on 

various patient data, including age, HPV status, and 

cytology results. This machine learning advancement 

enhances diagnostic precision by effectively 

segmenting the dataset into smaller, feature-specific 

subsets, facilitating accurate classification and 

prediction. The web framework leverages Decision 

Trees' ability to process both categorical and numerical 

data, making it versatile in different clinical scenarios. 

By integrating this algorithm, the framework offers 

healthcare professionals an intuitive interface for 

evaluating patient data and generating quick, reliable 

assessments of cervical cancer risk. This approach 

represents a significant advancement in using machine 

learning for early detection and proactive management 

of cervical cancer, aiming to improve patient outcomes 

through timely intervention and personalized 

treatment strategies. 

 
Decision Tree 

Metrics Table: 

                            
Gradient Boosting Algorithms: Gradient Boosting is an 

ensemble learning technique that incrementally builds 

a predictive model. Here’s a brief overview of how 

Gradient Boosting algorithms operate: 

1. Base Model: The process starts with an initial 

model, often a simple decision tree (stump) or a 

constant prediction. This base model typically 

predicts the average value for regression tasks or 

the most frequent class for classification tasks. 

2. Compute Residuals: Calculate the residuals, which 

represent the difference between the actual values 

and the predictions made by the current model. 

3. Train New Model: A new model, usually a shallow 

decision tree, is then trained on these residuals. 

4. Update Predictions: The ensemble’s predictions are 

updated by adding the new model’s predictions to 

the existing ones. 
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5. Learning Rate Adjustment: The influence of the 

new model’s predictions is moderated by applying 

a learning rate, which helps control the model's 

overall contribution. 

6. Repeat: This iterative process continues for a 

specified number of iterations or until the model 

converges. 

7. Combine Models: The final model is a combination 

of the base model and the cumulative contributions 

of all the models trained during the process. The 

objective is to minimize a loss function, such as 

mean squared error for regression or cross-entropy 

for classification, by progressively refining 

predictions. 

 

Application in Cervical Cancer Detection within a 

Web Framework 

In the field of cervical cancer detection, integrating 

Gradient Boosting algorithms into a web-based 

framework can be accomplished through the following 

steps: 

Data Collection and Preparation: 

1. Feature Extraction: Collect data from various 

sources, such as medical records, imaging, and 

patient demographics. Identify and extract 

relevant features like age, test outcomes, and 

clinical symptoms from this data. 

2. Preprocessing: Clean and prepare the data by 

handling missing values, encoding categorical 

variables, and normalizing the features. 

Model Training: 

3. Feature and Target Definition: Determine the 

features to be used for predicting cervical 

cancer and define the target variable (e.g., 

cancer presence or absence). 

4. Data Splitting: Separate the dataset into 

training and testing subsets. 

5. Model Training: Train the Gradient Boosting 

model using the training set, iteratively 

adjusting the model to correct errors from 

earlier stages. 

 

Model Evaluation: 

6. Performance Assessment: Assess the model’s 

effectiveness on the testing set using metrics 

like accuracy, precision, recall, F1-score, and 

ROC-AUC to evaluate its ability to handle new 

data. 

7. Hyperparameter Tuning: Optimize 

hyperparameters such as the number of 

boosting stages, learning rate, and tree depth to 

enhance model performance. 

Integration into a Web Framework: 

8. Model Serialization: Save the trained model 

using serialization tools like joblib or pickle for 

deployment. 

9. Web Interface Development: Build a web 

interface using frameworks like Flask, Django, 

or FastAPI, allowing users to input patient data 

and receive predictions from the model. 

10. Prediction API: Develop an API endpoint that 

processes the input data from the web interface 

and returns predictions generated by the 

Gradient Boosting model. 

Deployment and Monitoring: 

11. Model Deployment: Deploy the web 

application on a server or cloud platform to 

make it accessible to users. 

12. Performance Monitoring: Continuously 

monitor the model’s performance and update it 

as necessary by retraining with new data to 

maintain accuracy. 

 
Gradient Boosting Algorithms 
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Metrics Table: 

 
Random Forest: The Random Forest algorithm is a key 

element of our innovative web framework for cervical 

cancer detection, leveraging ensemble learning to 

achieve high accuracy. By aggregating insights from 

multiple decision trees, Random Forest effectively 

detects subtle indicators of cervical cancer within large 

datasets. Its strength lies in managing high-

dimensional data and minimizing overfitting, making 

it a vital part of our machine learning strategy. In our 

framework, Random Forest plays a crucial role in 

analyzing features derived from medical images and 

clinical data, supporting accurate and reliable early 

detection. Continuous enhancement and integration 

with other advanced algorithms not only improve 

diagnostic precision but also ensure that our system 

remains scalable and adaptable in clinical settings, 

representing a significant advancement in cervical 

cancer management. 

K-Nearest Neighbors (KNN): Incorporating K-Nearest 

Neighbors (KNN) into the cervical cancer detection 

framework represents a significant advance in the 

application of machine learning. KNN, a non-

parametric classification algorithm, excels in 

classifying new data points by comparing their 

proximity to existing data. When applied to cervical 

cancer detection, KNN can analyze patient data, such 

as demographics and medical history, to identify 

patterns indicative of early abnormalities. By 

integrating KNN into a web-based platform, the 

framework becomes more accessible and scalable, 

facilitating widespread adoption and efficient 

diagnostics. This approach not only emphasizes 

accurate predictive modeling but also underscores the 

synergy between machine learning and healthcare 

technology, leading to improved diagnostic outcomes 

and better patient care management. 

 
K-Nearest Neighbors 

Metrics Table: 

 
Support Vector Machines (SVM): Support Vector 

Machines (SVM) are integral to the proposed cervical 

cancer detection framework. SVMs are particularly 

effective in classifying cervical cell images, a crucial 

step in early diagnosis. By analyzing features extracted 

from digital cell images, SVMs can distinguish between 

normal and abnormal cells, aiding in early detection 

and treatment planning. The framework leverages 

SVMs’ ability to handle high-dimensional data and 

identify optimal hyperplanes for classification, 

ensuring reliable performance even with complex 

datasets. The effectiveness of SVMs in generalization 

and their ability to minimize overfitting align with the 

system’s objective of  providing dependable cancer 

detection. Integrating SVMs into a user-friendly web 

interface equips healthcare professionals with efficient 

and reliable diagnostic tools. 

 
Support Vector Machines 
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Metrics Table: 

 
Artificial Neural Networks (ANNs): Artificial Neural 

Networks (ANNs) are pivotal to the advanced cervical 

cancer detection     framework, marking a significant 

leap in machine learning applications. ANNs, designed 

to mimic the neural structure of the human brain, excel 

in detecting complex patterns and relationships within 

cervical cancer data, enabling accurate predictions and 

early diagnoses. The framework employs ANNs to 

process diverse input data, including patient 

demographics, medical histories, and diagnostic test 

results, to assess cervical cancer risk with precision. By 

leveraging the ability of ANNs to learn and generalize 

from training data, the system improves its 

performance across various patient profiles and 

diagnostic scenarios. The integration of ANNs into a 

web-based platform streamlines data processing and 

model training, ensuring robust and scalable 

deployment in healthcare settings. This innovative 

approach pushes the boundaries of cervical cancer 

detection through state-of-the-art machine learning 

techniques. 

 
Artificial Neural Networks 

 

Accuracy: 

 

 
 

 

VI.  RESULT & DISCUSSION 

 

In the results and discussion section, we present the 

findings from implementing the novel web framework 

for cervical cancer detection using machine learning 

techniques. Our analysis shows that the framework 

significantly improves the accuracy of cervical cancer 

predictions. The machine learning models, including 

logistic regression and decision trees, demonstrated 

strong performance, with accuracy rates exceeding 85% 

and high AUC scores. The integration of various risk 

factors, such as age, number of sexual partners, and 

STD history, into the predictive models enhanced their 

reliability. Additionally, the web framework’s user-

friendly interface allows for easy data input and real-

time risk assessment, making it a practical tool for 

healthcare professionals. Discussions highlight the 

model's potential to aid in early detection and 

intervention, ultimately contributing to better patient 

outcomes. Future work will focus on refining the 

model further and expanding its application across 

diverse populations. 

 

Graphs: 

 
           FIG1:Gradient Boosting Algorithm 

  
                       FIG2:Adaboost 
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FIG 3 : ROC curve of Adaboost 

 
FIG 4 : logisticRegression 

 
FIG5 : Roc curve of Logistic Regression 

 
FIG6 : Stacking classifier 

 
FIG 6 : Accuracy Graph 

                                          

VII. CONCLUSION 

 

This research presents a cutting-edge web framework 

specifically designed for cervical cancer detection, 

integrating advanced machine learning techniques 

such as AdaBoost, XGBoost, stacking classifiers, and 

logistic regression. By thoroughly analyzing a 

comprehensive dataset that includes both demographic 

and medical history data, the framework demonstrates 

substantial improvements in diagnostic accuracy and 

dependability. With a focus on early detection and 

proactive healthcare, this study significantly 

contributes to better patient outcomes in cervical 

cancer management. The success of these models 

underscores their potential in predictive healthcare, 

marking a significant advancement in the use of 

machine learning for cervical cancer detection and 

treatment.  
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