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ABSTRACT  

 

Privacy-preserving data mining techniques play a crucial role in analyzing diverse information, such as Internet 

of Things data and healthcare data. However, gathering a substantial amount of sensitive personal information 

poses a challenge. Additionally, this detail may have missing values, which current methods for collecting 

personal information do not addresswhile ensuring data privacy. Failing to consider missing values decreases the 

accuracy of data analysis. In this article, we propose a method for privacy-preserving data collection that accounts 

for many missing values. The patient data is anonymized and sent to a data collection server. The client then uses 

the Harris hawk optimization algorithm integrated with particle swarm optimization to determine which indices 

should be taken and passed on to the server side, reducing computation power and increasing accuracy. The 

server for data collection constructs a generative model and contingency table specifically designed for multi- 

attribute analysis, employing expectation-maximization and Gaussian copula methodologies. An efficient server 

and client architecture is implemented to increase the performance and security of the system. Using differential 

privacy as a privacy metric, we conduct experiments on synthetic healthcare data, including COVID-19-related 

data. The results show a 80 – 90% accuracy compared to existing methods that do not consider missing values. 
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I. INTRODUCTION 

 

To effectively manage a pandemic like COVID-19, 

crucial information such as age, gender, family 

structure, and medical history of infected individuals is 

required [1], [2]. While patients may provide such data 

to medical institutions, it is highly sensitive. 

Anonymizing this information would allow it to be 

shared among researchers globally without revealing 

patient identities, aiding in understanding the 

pandemic's status and predicting its trajectory more 

accurately. Even after anonymization, acquiring a 

substantial amount of sensitive personal information 

can be challenging. Additionally, this data often 

contains missing values, as some individuals are willing 

to provide only partial information. Various methods 

have been proposed to collect personal information 

while ensuring data privacy, with many of them 

relying on differential privacy as the privacy model [3], 

[4], [5], [6]. However, these methods often overlook 

missing values, leading to a significant reduction in 
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data analysis accuracy, especially in multi-attribute 

analysis scenarios [7], [8]. 

 

In this paper, we introduce a method for privacy- 

preserving data collection that addresses the challenge 

of missing values. Medical information is rendered 

anonymous within the patient's personal device or 

computer within authorized healthcare facilities prior 

to transmission to a centralized data repository. Each 

individual retains the autonomy to select the specific 

data elements they wish to disclose, ensuring greater 

control over their privacy. Subsequently, the data 

collection server employs expectation- maximization 

and Gaussian copula techniques to generate a model 

and contingency table tailored for multi-attribute 

analysis. Our approach recognizes that restoring the 

value distribution of one or two attributes can limit 

errors in each attribute, even when multiple values are 

missing. By leveraging copula, which enables data 

generation based on available information like 

correlation and mutual information, we combine 

copula features with data recovery using differential 

privacy. This innovative approach improves the 

confidentiality of data collection by employing a 

copula model in differentially private data collection, 

particularly in scenarios with numerous missing values. 

This represents a substantial technical advancement. 

 

Patients furnish their data, encompassing age, gender, 

and medical history, to authorized entities such as 

hospitals. Patients have control over what information 

is shared with the data collection server, which is then 

made available to researchers worldwide. Patients may 

also volunteer supplementary information, such as 

family composition and income, which is not divulged 

to hospitals. The inclusion of detailed patient data 

could potentially result in patient identification by 

researchers even after the removal of all identifiers. 

However, insufficiently detailed information 

significantly reduces the effectiveness of data analysis. 

To tackle this challenge, we suggest the 

implementation of a differential privacy model. 

Hospitals utilize a mechanism of differential privacy to 

handle patient-provided information, encompassing 

any supplementary data. The information, processed 

differentially private, along with the additional 

differentially private data, is then transmitted to the 

data collection server, which consolidates this data 

from various hospitals. The server then constructs a 

generative model to  
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