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ABSTRACT 
 

Abundant of information is being collected and stored every day. That data can be used to extract interesting 

patterns. The data that we collect is incomplete normally. Now, using that data to extract any information 

may give misleading results. So, before using that we need to pre process the data to eradicate the 

abnormalities. In case of small percentage of missing values, those instances can be ignored but in case of 

large amounts, ignoring them won’t give desired results. Large amount of missing spaces in a dataset is a big 

problem faced by researchers as it can lead to many problems in quantitative research. So, before performing 

any data mining techniques to extract some valuable information out of a dataset some pre processing of data 

can be done to avoid such fallacies and thereby improving the quality of data. To handle such missing values 

many techniques have been proposed since 1980.The simplest technique is to ignore the records containing 

missing values other technique include imputation, which involves replacing those missing spaces with some 

estimates by doing certain computations. This would increase the quality of data and would improvise 

prediction results. This paper gives a review on different types of techniques available for handle missing data 

like k nearest neighbor (KNN), multiple imputation, case deletion, most common method (MC) etc. 

Keywords: Data Pre Processing, Imputation, Mean, Mode, Data Pre Processing, Categorical Data, Numerical 

Data 

 
I. INTRODUCTION 

 

Data collection is the first step in the process of   

knowledge discovery in database (KDD) or data 

mining. While recording data or during data 

observation, one of the issue that mostly occur is the 

presence of missing values. It is quite challenging to 

appropriately deal with such missing data as it 

requires a cautious examination of the data to 

identify the pattern of missingness and its type, and 

also a clear conception of how the different 

imputation methods work. Presence of missing data 

can reduce the statistical power of a study and can 

generate biased results. There can be many reasons 

for missing data like the data was not available at the 

time of its entry, deleted aberrant value, errors in 

equipment, forgetting to fill data in case of manual 

entry etc. Till now, many methods have been 

proposed to handle such missing data. Handling of it 

is done in pre processing phase and after that any 

data mining technique is applied on the data to 

extract valuable information. The most common 

practice that is adopted is to ignore all the cases 

containing missing values from the training dataset; 

such a process is called as case deletion. However, 

this will reduce the size of training dataset and could 
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increase the chances of error in prediction. Other 

technique is to replace the missing spaces with some 

computed estimate, this is called as imputation. 

There are many imputation techniques available 

such as k nearest neighbor, concept most common, 

most common method (MC), k-means, support 

vector machine, fuzzy k-means, singular value 

decomposition imputation (SVDI) etc. The paper is 

organized in six sections. Section second describes 

about the different types of randomness or missing 

value patterns found .Then, Section third explains 

the different types of methods available for handling 

missing data like case deletion and other imputation 

techniques. In this paper , we have define eight such 

methods. In section fourth we have discussed the 

advantages and disadvantages of various missing 

value imputation techniques discussed in section 

third. Finally, in the fifth section paper is concluded 

and section six points out some future work. 

 
Fig. 1. Complete process of Data Mining 

 

II.  LITERATURE SURVEY 

 

Getting missing values in our data is very common. 

According to Enders, finding missing rate of 10% to 

20% is common in educational and psychological 

studies [1]. If only 5% of data is missing, it can be 

simply ignored, according to Schaffer [2]. But more 

than 5% can lead to biased results. Before moving 

further, let us first discuss about different types of 

missing patterns that are commonly found in our 

gathered data. 

 

Following are the different types of missing patterns 

found in our data 

 

 Missing completely at random (MCAR) 

This is the situation when the probability of the 

missing data on a variable or feature is not related to 

that particular variable or any other variable in the 

dataset [3]. 

 

For example: Water damage to paper forms 

because of flood prior to its entry 

 

 Missing at Random (MAR) 

This is the situation when the probability of the 

missing data on a variable or feature is not related to 

that particular variable but on other variable in the 

dataset. 

 

For example: Sometimes when a patient is really 

sick, a clinician may not draw blood sample out of 

him for study specific labs. 

 

 Not missing at random (NMAR): 

This is the situation when the probability of the 

missing data is dependent on that particular variable 

only that is the probability of missing data on y is 

dependent on value of y.  

 

For example: Some people might not be 

comfortable to report their age or salary [4]. 

 

It is very important step to first determine the type 

of missingness. Usually MAR and MCAR 

mechanisms are referred to as ignorable missing 

value mechanism where as NMAR as non ignorable 

missing value mechanism [1].  NMAR mechanism is 

the most difficult to judge. Whether a data is 

depicting MCAR mechanism or not can be found by 

applying correlation test or regression test. 

Correlation tells us about the degree of relationship 

between the variables under study. Regression test 

tells us about the degree of closeness. MCAR can also 

be tested by applying t tests. In most of the cases, the 

data is assumed to be MAR or MCAR but our data 

often are NMAR. Over the years, various techniques 

have been proposed to handle missing values 

depending on the amount of samples available and 
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the nature of data. In this paper we will discuss few 

of those techniques. 

 

III. DIFFERENT APPROACHES OF HANDLING 

MISSING DATA 

Many methods have been developed to handle 

missing data in datasets so as to improve prediction 

accuracy and to reduce biased results. 

 

A. Case Deletion 

It involves deletion of records that are containing any 

missing value .It is the most common and traditional 

technique to handle missing values. There are two 

types of deletion. One is listwise deletion and other 

one is casewise deletion. To use either of these 

techniques, an important assumption is that your data 

is MCAR. Listwise deletion will delete all the data for 

the record that is containing one or more missing 

values. This technique is simple to use [5]. However, 

this can produce bias results in some cases as it results 

in huge loss of data, its precision and also have huge 

effect on variability [6]. Pairwise deletion overcomes 

this disadvantage of listwise deletion to some extent. 

Pairwise deletion uses the concept of correlation. 

Correlation helps us to find the strength of 

relationship between two variables. Unlike listwise 

deletion pairwise deletion uses records that have 

missing values and do not completely ignore it 

thereby having less loss of information[8]. When a 

particular variable is having missing value, pairwise 

deletion procedure cannot use that particular variable 

but it can still use that record by considering and 

analyzing those variables with non missing values in 

that record. This procedure focuses on utilizing all 

available values and deleting only missing values[9]. 

 

 
Figure 2. Methods of handling missing values 

 

B. Most Common Method 

This method doesn’t ignore records with missing 

values instead it replaces missing spaces with some 

values. For categorical attributes, the missing values 

are replaced by the most common attribute value of 

the corresponding attribute or the mode and for 

numerical attributes; missing values are replaced by 

the average or mean of all the values of the 

corresponding attribute [10].  

 

C. Concept Most Common Method 

Concept can be defined as a subset of set of all records 

with the similar outcome. It is almost as same as the 

most common method but the only difference is that 

it is restricted to concepts. In this procedure, for 

numerical attributes , missing values are replaced by 

the mean of all values of the corresponding attribute 

restricted to the same concept and for categorical 

data, the missing values are  replaced by the mode or 

the most common attribute value of the 

corresponding attribute restricted to the same 

concept[10] [11]. 

 

D. Regression Imputation 

This method can only be applied in cases where there 

is a linear relationship between variables. It measures 

the average relationship between two or more 

variables and uses regression line as a tool to estimate 

the value of one variable given the value of other 

variable. But it is not used more often because in most 

of the cases, our data is not linearly separable [12-17] 

.This technique is easy to implement and may also 

lead to decreased variability. 

 

E. K-nearest neighbor Imputation (KNNI) 

In this technique, estimates to fill missing values are 

computed from the k nearest neighbours. 

Determination of K nearest neighbours is done by 

using a distance function mostly Euclidean distance is 

used. After using distance function and finding k 

nearest neighbours, a value is estimated to fill the 

missing gaps. The value of K is an important 

parameter in this method. For different values of K, 
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different results may occur showing different 

performance level. It is mostly set to 1. One of the 

advantage of this method is that it can make 

predictions for both quantitative attributes ( the 

average among the k nearest neighbours)and 

qualitative attributes(the most frequently occurring 

value among the k nearest neighbours) [18].Unlike 

model-based imputation techniques, it does not 

demand creating  predictive model for each attribute 

with missing data. Its procedure can be clearly 

explained with the help of an algorithm given below: 

 

1.   Split the dataset D into two parts. The first part 

that is Dm             is the set containing the records 

having at least one of the attributes missing. The 

second part that is Dc. contains the remaining records 

having complete attribute information. 

 

2.  Now, for each instance z in Dm 

     (a) Split the instance vector into two parts: missing 

zm and    observed parts zo so that z = [zo; zm]. 

     (b) Calculate the distance between all the instance 

vectors from the set Dc and zo. Take only those 

attributes in the instance vectors from the complete 

set Dc, which are observed in vector z. 

    (c) Take the k closest instance vectors (k-nearest 

neighbors) and replace the missing value with the 

mean value of the attribute in the k nearest 

neighborhoods, for quantitative attributes. For 

qualitative attributes, perform a majority voting 

estimate of the missing values.  

 

F. Multiple Imputation 

It is a statistical technique for examining missing 

values in datasets. According to studies, proper 

application of missing value imputation techniques 

can results in valid results. The figure below shows 

the three steps involved in multiple imputation 

technique: imputation, analysis and pooling. 

 

In it, first we have to impute missing values m times 

resulting in m complete datasets.. After that comes 

analysis phase in which each of the m datasets is 

examined and their performance is measured using 

Multilayer perceptron neural network model or any 

analysis model. 

 

 
Figure 3. Three steps involved in multiple imputation 

method 

 

 Depending upon the performance of m complete 

datasets weights are computed. In the last step all the 

m datasets are clubbed into a final dataset. For that 

final dataset the weighted mean of the estimated 

values in m complete datasets is considered for filling 

the missing values [19]. This step is referred to as 

pooling. 

 

 
Figure 4. Mechanism of multiple imputation method 

[12] 

 

G. K-means Imputation 

In this imputation technique, clustered are first 

formed by applying k-means clustering technique. 

Like in K-NN, in this technique the nearest 
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neighbours are found using clusters. All the instances 

in each cluster are referred as nearest neighbour of 

each other. Then, the missing value is imputed using 

the same method as is employed by KNNI imputation 

method. This procedure is fast and therefore is good 

for applying in big datasets. This algorithm reduces 

the intra cluster variance to minimum. Here too 

value of K parameter is an important factor and is 

difficult to predict its value. Also, this algorithm does 

not guarantee global minimum variance [6]. 

 

H. Expectation Maximization Imputation(EMI) 

There are two types of clustering algorithms. One is 

soft clustering and other is hard clustering hard 

clustering is the one in which clusters do not overlap 

that is an element either belong to a cluster or it 

doesn’t and in soft clustering clusters may overlap 

that is elements kind of belong to multiple clusters at 

the same time with different degree of belief and 

mixture models provide a probabilistic sound way of 

doing soft clustering. In it, each cluster corresponds 

to a generative model that is typically Gaussian or 

multinomial. Each cluster basically corresponds to a 

probabilistic distribution and what we want to 

discover as part of the EM algorithm are the 

parameters that is probabilities for each outcome for 

multinomial and co-variance and mean for each 

Gaussian cluster. Expectation maximization algorithm 

allows you to infer those parameters. It is an iterative 

algorithm and finds out maximum likelihood and the 

iteration continues until the algorithm converges [6]. 

It consists of two steps: Expectation (E step) and 

maximization (M step). Expectation step fill in the 

missing data that we expect to be there. 

Maximization step is used to find the optimal value of 

the parameters [20]. It is useful for hierarchical model 

with latent or missing variables. It can also be used to 

impute missing values in contingency tables. It is 

alternating between fixing the parameters, fixing the 

known data and estimating or finding the missing 

data and fixing the complete table and maximising 

likelihood and find new average. It iterates until 

convergence. This algorithm is very complex and 

takes lot of time for converging. 

IV. ADVANTAGES AND DISADVANTAGES OF 

ABOVE MISSING VALUE TECHNIQUES 

 

S.NO Missing value 

imputation 

techniques 

Advantages Disadvantag

es 

1 Case deletion  Simple to use. Loss of 

precision. 

Loss of  

huge data, 

induce bias , 

huge effect 

on variability 

2 Most common 

imputation 

Easy and simple 

to use and 

implement. 

After 

imputation, 

resultant 

standard 

deviation 

and mean 

may be 

higher than 

that of 

original. 

3 Concept most 

common 

imputation 

Same as most 

common 

imputation 

technique only 

difference is that 

it is restricted to 

concepts. 

Very basic 

technique. 

4 Regression 

imputation 

Very easy and 

simple technique. 

Only 

applicable if 

data is 

linearly 

separable  

that is there 

is linear 

relation 

between 

attributes.  

5 K nearest 

neighbor 

 imputation 

Avoids distortion 

in distribution as 

missing values 

are imputed by 

realistically 

obtained values. 

Prediction of 

value of k is 

quite a 

difficult task. 

6 Multiple 

imputation 

Accounts for 

riskiness or 

uncertainty due to 

missing data, 

easy to use, no 

bias is produced 

if imputation 

model is correct,it 

can be applied for 

any type of 

analysis. 

In addition 

to analysis 

model  it 

also requires 

to think 

about 

imputation 

model. 

7 k-means 

imputation 

Reduces the intra 

cluster variance 

to minimum, give 

good results for 

Prediction of 

value of k is 

quite a 

difficult task 
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large datasets and 

takes less time to 

run. 

and it does 

not 

guarantee 

global 

minimum 

variance 

8 Expectation 

maximization 

imputation 

Useful for 

hierarchical 

model, used to 

impute missing 

values in 

contingency 

tables,if model is 

right accuracy 

increases 

Complex 

algorithm 

and takes 

lots of time 

in 

converging. 

 

V. CONCLUSION 

 

This paper discuss about the effect that missing data 

can cause at the time of extracting knowledge from 

the data. It can lead to biased results; give unfair 

results, make false predictions, can avoid the 

discovery of some hidden pattern etc and in today’s 

world, getting a perfect data is a myth. Usually the 

data we gathered is incomplete and contains missing 

values. So, we cannot simply ignore their presence. 

However, a very small percent of missing values can 

be ignored but for large percents , ignoring them can 

produce imperfect conclusions. So, it is an important 

step to deal with those missing values. This, dealing 

is done in data pre processing phase. This paper 

provides us eight such techniques of dealing with 

missing data. For different datasets, their 

performance varies. It is not necessary that if for a 

medical dataset a certain algorithm is giving best 

results then for psychological dataset or other 

datasets, the same will produce best results. Many 

tools provide missing value imputation algorithms 

like KEEL, R etc. In this paper, we have discussed 

about different types of missing value imputation 

methods and their pros and cons. 

 

VI. FUTURE WORK 

Now a day, many hybrid methods have been 

proposed for handling missing values. Not only this 

there is a lot of effort  given to remove the outliers 

and the noise data and to perfectly perform pre 

processing in order to get quality data. 
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