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ABSTRACT 

Due to the numerous shapes, textures, and colorations of fires, 

fire detection is a tough task. The conventional photo processing 

technique is predicated closely on artificial capabilities, which isn't always 

universally relevant to all wooded area scenarios. In order to clear up this 

problem, the deep learning technology is applied to learn and extract 

features of fires adaptively. However, the limited learning and perception 

ability of individual learners is not sufficient to make them perform well 

in complex tasks. Furthermore, learners tend to focus too much on local 

information, namely ground truth, but ignore global information, 

which may lead to false positives. In this paper, a singular ensemble 

learning method is proposed to detect fires in different scenarios. Firstly, 

two individual learners Yolov5 and EfficientNet are incorporated to 

perform fire detection process. Secondly, another individual learner 

EfficientNet is responsible for learning global information to void false 

positives. Finally, detection results are made primarily based totally at 

the selections of three learners. Experiments on our dataset show that 

the proposed method improves detection performance. After predicting 

the results, our system sends an alerting message to the concerned 

authority. So this process of fire detection becomes more effective and 

digitalized. 
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I. INTRODUCTION 

 

DEEP LEARNING 

Deep learning methods aim at learning feature hierarchies with features from higher levels of the hierarchy 

formed by the composition of lower level features. Automatically learning features at multiple levels of 

abstraction allow a system to learn complex functions mapping the input to the output directly from data, 

without depending completely on human-crafted features. Deep learning algorithms seek to exploit the 

unknown structure in the input distribution in order to discover good representations, often at multiple levels, 

with higher-level learned features defined in terms of lower-level features. 

The hierarchy of concepts allows the computer to learn complicated concepts by building them out of simpler 

ones. If we draw a graph showing how these concepts are built on top of each other, the graph is deep, with 

many layers. For this reason, we call this approach to AI deep learning. Deep learning excels on problem 

domains where the inputs are analog. Meaning, they are not a few quantities in a tabular format but instead are 

images of pixel data, documents of text data or files of audio data. Deep learning allows computational models 

that are composed of multiple processing layers to learn representations of data with multiple levels of 

abstraction. 

 

II. PROPOSED SYSTEM 

 

YOLO is an acronym that stands for You Only Look Once. We are employing Version 5, which was launched 

by Ultralights in June 2020 and is now the most advanced object identification algorithm available. It is a novel 

convolutional neural network (CNN) that detects objects in real-time with great accuracy. This approach uses a 

single neural network to process the entire picture, then separates it into parts and predicts bounding boxes and 

probabilities for each component. These bounding boxes are weighted by the expected probability. The method 

“just looks once” at the image in the sense that it makes predictions after only one forward propagation run 

through the neural network. 

 

2.1. ALGORITHM 

YOLO v 5 (You Only Look Once version 5) 

YOLO is an abbreviation for the term ‘You Only Look Once’. This is an algorithm that detects and recognizes 

various objects in a picture (in real- time). Object detection in YOLO is done as a regression problem and 

provides the class probabilities of the detected images. 

YOLO algorithm employs convolutional neural networks (CNN) to detect objects in real-time. As the name 

suggests, the algorithm requires only a single forward propagation through a neural network to detect objects. 

This means that prediction in the entire image is done in a single algorithm run. The CNN is used to predict 

various class probabilities and bounding boxes simultaneously. 

YOLO v 5 Model Architecture 

An object detector is designed to create features from input images and then to feed these features through a 

prediction system to draw boxes around objects and predict their classes. 

The YOLO model was the first object detector to connect the procedure of predicting bounding boxes with 

class labels in an end to end differentiable network. 
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Figure 1 Object Detection Process. 

As shown in Figure 1 the YOLO network consists of three main pieces. 

Model Backbone is mainly used to extract important features from the given input image. In YOLO v5 the 

CSP— Cross Stage Partial Networks are used as a backbone to extract rich in informative features from an input 

image. 

Model Neck is mainly used to generate feature pyramids. Feature pyramids help models to generalized well on 

object scaling. It helps to identify the same object with different sizes and scales. 

Model Head is mainly used to perform the final detection part. It applied anchor boxes on features and 

generates final output vectors with class probabilities, objectness scores, and bounding boxes. 

 
 

2.2. ADVANTAGES: 

It is about 88% smaller than YOLOv4 (27 MB vs 244 MB). It is about 180% faster than YOLOv4 (140 FPS vs 50 

FPS). It is roughly as accurate as YOLOv4 on the same task. 

 

III. SYSTEM ARCHITECTURE 

 

 
Figure 2 System Architecture 
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IV. METHODOLOGY 

 

An automated fire detection system will detect the fire in real time. Next, it will identify the fire, and the alert 

signal is given to the respective authority is processed as shown in Figure 2. 

 

CUSTOM DATASET 

Developing a custom model to detect your objects is an iterative process that includes gathering and 

categorizing photographs, labelling your objects of interest, training a model, deploying it in the world to make 

predictions, and then collecting examples of edge situations to repeat and improve. We are using 1000 images 

with label to train our model. 

 

TRAINING YOLOv5 MODEL 

A pretrained model is selected to start training. We are using YOLOv5x a large pretrained model available in 

the YOLOv5. Converting the dataset into YOLO format, create a YOLOv5 YAML configuration file, and host it 

for importing into your training script (Figure 3 & Figure 4). 

 

DETECTING USING MODEL 

The YOLO model stared training by specifying dataset, epochs, batch-size, image size. Once the best result is 

obtained the model will stop training and the result will get stored in the train folder (Figure 5 to Figure 8). 

 

DETECTING FIRE 

Applying detector over live image and video stream with the help of camera to detect the fire. The model will 

use the best weight obtained from the training to detect the fire accurately (Figure 9). 

 

FIRE ALERT 

When the fire is detected the alert message is given to the required concern using alert API. 

 

V. IMPLEMENTATION 

 

System implementation is the important stage of project when the theoretical design is tuned into practical 

system. The main stages in the implementation are as follows: 

• Planning 

• Training 

• System testing and 

• Change over Planning 

 

Planning is the first task in the system implementation. Planning means deciding on the method and the time 

scale to be adopted. At the time of implementation of any system people from different departments and 

system analysis involve. They are confirmed to practical problem of controlling various activities of people 

outside their own data processing departments. The line managers controlled through an implementation 
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coordinating committee. The committee considers ideas, problems and complaints of user department, it must 

also consider; 

• The implication of system environment 

• Self-selection and allocation form implementation tasks 

• Consultation with unions and resources available 

• Standby facilities and channels of communication 

 
Figure 3 Dataset Label 

 

 
Figure 4 dataset Images 
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Figure 5 Graphical representation of model 

 

 
Figure 6 Initiation of training 
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Figure 7 Best fit obtained 

 
Figure 8 Result saved 
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Figure 9 Labeled input 

  

VI. CONCLUSION 

 

With the recent rapid development of computer graphics and hardware, VR technology has entered a 

relatively mature application state and has been widely applied in fire detection. Image-type fire flame 

recognition methods are unconventional for early fire flame recognition. This study has investigated image-

type fire flame recognition using a support vector machine and rough set theory. In practical applications, the 

RS method is sensitive to noise and poor in fault tolerance and generalization, while YOLOv5 has strong 

antinoise capability and generalization performance. This paper has presented an YOLOv5 fire flame 

recognition algorithm and designed a classifier of fire flame image recognition. By building a model with 

YOLOv5, the parameters of which have been optimized, this study used more feature variables as criteria, 

represented the static and dynamic features of flames, selected and extracted the most effective feature subsets, 

fused the features of fire flame images extracted, and reduced required training to recognize and extract flame 

regions. 
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