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About GSSSIETW, Mysuru

GSSSIETW, Mysuru is an initiative and outcome
of Late Prof. B S Pandit, retired as Physics
Professor, from SJCE, Mysuru with a vision to
provide quality technical education to girls. The
Institution was established in the year 2003
reflecting the ideals of its founder and seeks to
achieve excellence as an academic Institution
with Advanced Research. Five Engineering
branches ECE, CSE, ISE, TCE and ITE are
accredited for three years by NBA, New Delhi, (Validity: 01-07-2017 to 30-06-2020). The
Institute offers 6 B.E. Programs, 2 M.Tech Programs and MBA all affiliated to VTU,
Belagavi. The Institution has professional forums like IEEE, IETE, ISTE, ISOI and CSI
.The college also offers Ph.D., programs in E&C, CS&E, E&IE, Maths, Chemistry and
MBA Departments. The college recently hosted Second IEEE International Conference
ICEECCOT-2017. Students have secured University ranks and received Gold Medals for
the year 2014-15, 2015-16 & 2016-17 consecutively.

Institute has been awarded with:

v “Recognized Host Institute by MSME, Govt. of India, New Delhi” for supporting
entrepreneurial and Managerial Development of SMEs through Incubator.

v' “Best Accredited Student Branch Award” by Computer Society of India for the year 2016 &
2017.

v “The DOYENS-Guardians of Knowledge” award in 2017.

v" Ranked 9™ position among “TOP-20 Emerging Engineering colleges in India”, in annual
survey conducted by Higher Education Review Magazine -2016.

v' Bagged 10 Rank in “TOP-10 Emerging Engineering Colleges 2014” , by Higher Education
Review Magazine.

v" “Outstanding Women Institute of IT in Karnataka” from National Karnataka Education
Summit & Awards 2014.

v Ranked 48th in top 100 Private Engineering colleges in India, as surveyed by one of the

esteemed newspaper “The New Indian Express”.
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About The Department

Department of Information Science & Engineering was started in 2003 and the current intake is
60. Department got accredited by NBA, New Delhi, (Validity: 01-07-2017 to 30-06-2020). The
Department of ISE has a Professional and enthusiastic group of academicians who regularly
involve in research activities. Department has faculty members pursuing Ph.D in various Research
fields. The Department has well equipped infrastructure support with the vision of quality based
education. The Department has signed MOU with IT giants like IBM, IT Champs, Spaneos, Nihon
Communication Solutions and IQuest so as to encourage Industry-Institute interaction for
students, thereby filling the gap between Industry requirement and Academics. Faculties of ISE
are members of CSI, IEEE, ISTE professional bodies.

Chief Patrons:

Dr. M Jagannatha Shenoi President, GSSS (R), Mysuru.
Smt. Vanaja B Pandit Hon. Secretary, GSSS (R), Mysuru.
Patrons:

Sri. Bharath R K Member and CEO, GSSS (R) Mysuru.
Smt. Anupama B Pandit AAO, GSSSIETW, Mysuru.
Dr. Shivakumar M Principal, GSSSIETW, Mysuru.
Organizing Chair:

Dr. Reshma Banu Professor & Head, Dept. of ISE, GSSSIETW, Mysuru.
Coordinators

Mrs. Jyothi T Asst. Prof., Dept. of ISE.

Mr. Amaresh AM

Organizing Committee:

Tanuja K Asst. Prof., Dept. of ISE.

Chaya P Asst. Prof., Dept. of ISE.

Lokesh M R Asst. Prof., Dept. of ISE.
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Anand M Asst. Prof., Dept. of ISE.
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Sushma V Asst. Prof., Dept. of ISE.
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Dr. Damodar Reddy Edla
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ABSTRACT

Mobile specific web pages differ significantly from their desktop counterparts in content, layout and

functionality. Accordingly, existing techniques to detect malicious websites are unlikely to work for such web

pages. The disclosed technology includes techniques for identifying malicious mobile electronic documents,

e.g. web pages or emails, based on static document features. In this paper, we design and implement kAYO, a

mechanism that distinguishes between malicious and benign mobile web pages. kAYO makes this

determination based on static features of a webpage ranging from the number of iframes to the presence of

known fraudulent phone numbers. We then apply kAYO to a dataset of over 350,000 known benign and

malicious mobile web pages and demonstrate 90% accuracy in classification. Moreover, we discover,

characterize and report a number of web pages missed by Google Safe Browsing and Virus Total, but detected

by kAYO.
I. INTRODUCTION

Internet connected mobile devices are going to
outnumber humans [2]. Moreover, global mobile
data traffic is expected to increase 13-fold between
2012 and 2017. Both platform specific applications
(“native apps”) and browser-based applications (“web
apps”) enable mobile device users to perform security
sensitive operations such as online purchases, bank
transactions and accessing social networks. The
distinction between native apps and web apps on
mobile devices is increasingly being blurred. HTML5
becomes universally deployed and mobile web apps
directly take advantage of device features such as the
camera, microphone and relocation, the difference
between native and web apps will vanish almost
entirely. A recent study of Smartphone usage shows
that more people browse the Web than use native
apps on their phone. The trend and the increasing
use of web browsers on modern mobile phones
warrant characterizing existing and emerging threats
to mobile web browsing. Although a range of studies
have focused on the security of native apps on

CSEIT184601 | Published — 08 May 2018 | May-June 2018 [ (4) 6: 1-3 ]

mobile devices, efforts in characterizing the security
of web transactions originating at mobile browsers
are limited. Mobile web browsers have long
underperformed their Desktop counterparts.
However, recent improvements in processing power
and bandwidth have spurred significant changes in
the ways users experience the mobile web. Modern
mobile browsers provide rich functionality
equivalent to their desktop counterparts using web
technologies such as HTML, JavaScript, and CSS.
Furthermore, browsers on mobile platforms now
build on the same or similarly capable rendering
engines used by many desktop browsers. Mobile
users are three times more likely to access phishing
websites than desktop users [3]. Mobile devices are
increasingly being used to access the web [1].
However, in spite of significant advances in
processor power and bandwidth, the browsing
experience on mobile devices is considerably
different. These differences can largely be attributed
to the dramatic reduction of screen size, which
impacts the content, functionality and layout of

mobile web pages. Identify the malicious URLSs based
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on dynamically extracted lexical patterns from URLs.
They developed a new method to mine their URL
patterns, which are not assembled using any pre-
defined items and thus cannot be mined using any
existing frequent pattern mining methods. It can
provide new flexibility and capability malicious
URLs
programs. Content, functionality and layout have
regularly been used to perform static analysis to

algorithmically generated by malicious

determine maliciousness in the desktop space.
Features such as the frequency of iframes and the
number of redirections have traditionally served as
strong indicators of malicious intent. Due to the
significant changes made to accommodate mobile
devices, such assertions may no longer be true. For
example, whereas such behavior would be flagged as
suspicious in the desktop setting, many popular
benign mobile web pages require multiple
redirections before users gain access to content.
Previous techniques also fail to consider mobile
specific webpage elements such as calls to mobile
APIs.. Static features of mobile webpages derived
from their HTML and JavaScript content, URL and
advanced mobile specific capabilities. Our design
detects a number of malicious mobile webpages not
precisely detected by existing techniques such as
Virus Total and Google Safe Browsing. Finally, we
discuss the existing tools to detect mobile malicious
webpages and phishing attack and build a browser

extension.

II. MOTIVATION
Static to detect malicious
websites often use features of a webpage such as
HTML, JavaScript and characteristics of the URL.
Usually, these features are fed to machine learning

analysis techniques

techniques to classify benign and malicious web
pages. These techniques are predicated on the
that the distributed
differently across benign and malicious web pages.
Accordingly, any changes in the distribution of static

assumption features are

features in benign and/or malicious web pages
impacts successful, these static analysis techniques
have been used exclusively for desktop web pages.
Mobile websites are significantly different from their
desktop counterparts in content, functionality and
layout. Consequently, existing tools using static
features to detect malicious desktop web pages are
unlikely to work for mobile web pages.

III. PROPOSED WORK
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Proposed work includes the following —

e The proposed method focus on mobile specific
threats. Proposed method work on the mobile
specific web pages. Existing technique to detect
malicious websites are unable to work on
mobile. Here determination is based on the
static as well as dynamic features.

e The proposed method is outlined in figure this
system use URL to get malicious content.

Malicious Site
HTTP Request
: [ntemet
View IsMobile Page? —  HTTP Response
Oigdl —
Site KAYO Server

l £
/)
q \)
7 |
¢) —
Search Some URL Firebox Mobile Browser

Figure 1. proposed methodology

e Our application is use to check the malicious
OCR (optical
recognition) technique is also introduced. OCR

function. Here character
is technique that convert image into text to
detect valuable phishing attack.

e User enters the URL he wants to visit in the
extension toolbar. The extension then sends
the URL backend server over HTTPS.

e If the URL is not malicious and free from
phishing attack according to our app, then it

open the

automatically.

will webpage in browser

e Otherwise, a warning message is shown to the
user recommending them not to visit the URL
or visit on their own risk.

I




e If application identifies that the pages are
malicious then the proposed method will
generate an output i.e it detect a malicious
webpages or phishing site.

IV. CONCLUSION

In this way, we study the framework for detecting
malicious mobile webpages in real time. Mobile
webpages are significantly different than their
desktop counterparts in content, functionality and
layout. Therefore, existing techniques using static
features of desktop webpages to detect malicious
behavior for mobile specific pages. We designed and
developed a fast and reliable static analysis technique
that detects mobile malicious webpages and also
detect phishing sites. Our application provides
greater accuracy in classification, and detects a
number of malicious mobile webpages in the wild
that are not detected by existing techniques such as
Cantina. Finally, we build a browser extension that
provides real-time feedback to users. We proposed
an application for mobile platforms. Our application
resolves this issue by using OCR, which can
accurately extract text from the screenshot of the
login interface so that the claimed identity of
phishing attacker can be verified. We conclude that
our application detects new mobile specific threats
such as websites hosting and takes the first step
towards identifying new security challenges in the
modern mobile web.
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ABSTRACT

Now a day’s cloud computing is an emerging technology of business computing. An understanding the

economics of cloud computing becomes critically important. To maximize the profit for cloud service

provider, how to configure their cloud service platform under given market demand. A service provider must

understand both quality of service charges and business price. Nevertheless, few existing works single

resource-renting scheme cannot guarantee. Service Providers set the higher cost because they want to a more

profit. So in these decreases the customer satisfaction. Solve these problems, in this paper establish the

configuration of multiserver system, double quality resource guarantee renting scheme, its increase the

customer satisfaction and maximize profit for service providers. Finally, taking the service-level agreement

(SLA), a low quality of service, the price of energy consumption and service provider’s profit. A using M/M/m

Queuing model is tasks are important role for profit maximizations in cloud computing.

I. INTRODUCTION

Today’s cloud computing is briskly becoming an
effective and efficient way of cloud computing is
delivery of resource and cloud computing services.
Cloud computing is web based computing whether
virtual shared servers provide a software as a service
(SaaS), Infrastructure as a service (IaaS), Platform as a

service (PaaS).

Cloud Computing is use of computing resource are
hardware and software that as delivery of services
over typically internet. Cloud Computing entrusts far
away services with a user’s data, computation and

software.

The aim of cloud computing finding an effective
resolution for the resource management. A pricing

model in «cloud computing includes many

consideration, such as the requirement of a service,
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the size and speed of multiserver system. The service
level agreement, the satisfaction of a customer,
expected service time, the task waiting time and the
task response time, distribution of is low quality
service, the cost of renting, the energy consumptions

and service provider’s brim and profit.

The Cloud Computing uses the internet of large set
of service typically running lower price buyer pc

technology.

A service provider must understand both quality of
service charges and business price. How they are
resolute by the characteristics of the applications and

the designing of multiserver system.

II. RELATED WORKS

In these papers, introduce multiserver system.

Today’s cloud servers are not provides storage for
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every customers requests because they have only one
server. So establish multiserver, these server role is
customer send the storage requests to cloud. Existing
servers is not have any storages.

The services providers provide the storage to
customers using multiserver system. Sometimes
customers waiting a lot for receiving a storage
because servers don’t have any external storage in
these decreases the customer satisfactions and
minimize the profits of service providers that’s
situations service providers using multiserver system
provides storage to customers. Increase the both
satisfaction of customer as well as profit
maximization of service providers.

Designing a multiserver system using M/M/m
queuing model. These queuing model acts like First

Come First Serve techniques.

III. PROBLEMS DEFINITION

Service provider’s does want to set a higher retail
price to get a higher profit circumference. However,
doing this decreases the customer satisfaction.
Therefore, selecting a rational pricing strategy is
more important for service providers.

We use M/M/m queuing model for optimal
multiserver system configuration, quality of all

service requests and reduce the wastage of resource.

IV. SYSTEM ANALYSIS

A. Existing System

A service provider can build and designing a
multiserver system with many servers of high
expedition. Many existing they only taking the
energy consumption price. The single resource-
renting scheme cannot guarantee the waiting time
and response time.

The customer satisfaction calculated as actual QOS
level and expected QOS level.

A higher service price and larger response time is
decreased the customer satisfaction and cannot

change service level agreement.
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Thus, users waiting time requests of service too long,

its decreases the satisfaction of cloud users.

B. Proposed System

The designing the multiserver system for profit
maximization in cloud computing. Figure 1,
Represents the designing three tier structure of cloud

computing.

Clouds computing mainly using three Tier cloud
structures are cloud customers, Business service
provider (BSP), Infrastructure service provider (ISP).
A benefit of proposed system is using multiserver
systems the waiting time requests of service too very
the

customer satisfaction and profit, and build a profit

short. Analyse interrelationship  between

optimization model considering customer satisfaction.

Cloud Customer

Infrastructure Service
Provider

Business Service
Provider
Figure 1. Three-tier cloud structure

There is implementing four components are-

Cloud Service Provider

In this components, First customer have to register
their details and after registering the account
activation mail will be send to the customer mail id.
Then customer can login into the their cartridge and
he/she will select the cloud server according to the

storage limit and plan then the request will send to

T




the Business Service Provider after request granted

customer can upload files in the allocated storage.

Cloud service provider receives the results from the
business service providers along with requirement of
a service, Quality of service and Service level
agreement (SLA) and then uploads the file to

obtained server.

Business Service Provider

Business service providers (BSP) tasks a is proceeds
infrastructure provider for dealing their physical
resources is gain. A Service provider the charges
from customers for process of their service request is
price. The gap between gain and price is become a

profit.

During these service distributors through of a cloud
intercessor because of they are going to role in an
cloud customers and

important  between

infrastructure distributors.

In these components, Business Service Provider will
view all the customer requests details and activate
their accounts then the account activation mail will
send to the customer. Business Service Provider also
can view the server storage details allocated to the

customer.

Infrastructure Service Provider

Infrastructure service provider (ISP) a task is
distributes the fundamental hardware and software
facilities. A Business service provider proceeds rents
for resources to infrastructure providers and then
infrastructure service providers provide the cloud
storage to business service providers and prepare a
set of services in the form of virtual machine (VM).
Infrastructure service provider is a view the file
details and storage server details of cloud service

providers.

Service-Level Agreement
A service level agreement (SLA) is a condense

between a service provider either internal or
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external and the end user that defines the level of
service expected from the service provider. SLAs are
output-based in that their purpose is specifically to
define what the customer will receive. SLAs do not
define how the service itself is provided or delivered.
The SLA an Internet Service Provider (ISP) will
provide its customers is a basic example of an SLA

from an external service provider.

V. SYSTEM ARCHITECTURE

Cloud computing customers that server is busy then
customer has to wait until the present user complete
the job, which leads to more queue length and
increased of waiting time. Overcome these problems

using M/M/m queuing model.

Customer submit requests that the incoming service
requests cannot immediately processed after they
arrived, firstly requests placed in the queue then it
handled by available server. Queuing model follows

First-Come-First-Servers (FCFS) techniques.

Customers

Income
Service
Requests

Service
Request
Queue

b

-

Servers

Service Providers
Figure 2. The multiserver system model (M/M/m
queuing model).
What are Steps following working of queuing model

are:-

Step 1: The multiserver queuing system running is
server and waiting for the requests.

Step 2: Initially queue is empty.




Step 3: when service requests arrive and first server
checks which server is available free then assign the
services that server.

Step 4: if server is not available then hold the service
requests to end of the queue and keeping the waiting
time.

Step 5: when server become idle and queue is empty
waiting for new service requests.

Step 6: if in case queue is empty take the initial
requests and then assign the tasks to idle server.

Step 7: when a request is completed deadline
requests are proved and rent a temporary server

execute the sever requests and release the server.

VI. CONCLUSION

In these paper accordingly using M/M/m Queuing
model the drawback of cloud server configuration
and minimizations of price in cloud computing. It is
environment can be proved.

Optimal multiserver configurations is mainly
designing on double quality renting scheme, service
level agreement (SLA), price of power consumption
service providers profit maximizations and increases
the customer satisfaction. Moreover, a group of
calculations are conducted to compare the profit and
optimal configuration of two situations with and
without considering the affection of customer
satisfaction on customer demand. The results show
that when considering customer satisfaction, our

model performs better in overall.
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ABSTRACT

Sharing of data in cloud is widely used now a day. Cloud is used for storing data and applications on servers

and accessing them through internet. Online data sharing for improved productivity and efficiency is one of

the primary requirements today for any organization. In cloud, data is stored on single machine and this

stored data shared among multiple users by different machines. To store and for sharing data securely

cryptosystem is used. The data owner encrypt the data before it is upload to the cloud and then data

decryption is done when user want to access it. In the existing system owner needs to generate individual key

to the individual user. To overcome this problem in proposed system we generate an aggregate key and

broadcast.

Keywords: Cloud, cryptosystem, encrypt, internet, decryption

I. INTRODUCTION

Outsourcing of data is increasingly demanded in
enterprise settings. In outsourcing of data, there are
chances of stolen data from virtual machine. On
separate virtual machine is used to access the data of
cloud stored on single physical machine. Proposed
KAC

various security levels. In availability of files, there

system supports scheme, which contains
are a series of cryptographic schemes which go as far
as allowing a third-party auditor to check the
availability of files on behalf of the data owner.
When the user is not perfectly happy with trusting
the security of the virtual machine. The shared data
in cloud servers, however usually contains user’s
sensitive information such as personal profile,
financial data health records etc...and needs to be
well protected. Data cryptography mainly is the
scrambling of the content of the data, such as text,
image, audio, video and so forth to make the data
invisible or meaningless

unreadable, during
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transmission or storage is termed encryption. The
main aim of cryptography is to take care of data
secure from attacker. Cloud storage is gaining
popularity recently. In enterprise settings, we see the
rise in demand for data outsourcing, which assists in
the strategic management of corporate data. It is also
used as a core technology behind many online
services for personal applications. Nowadays, it is
easy to apply for free accounts for email, photo
album, file sharing and/or remote access, with
storage size more than 25GB (or a few dollars for
more than 1TB).Together with the current wireless
technology, users can access almost all of their files
and emails by a mobile phone in any corner of the

world.

II. RELATED WORKS

2.1 Spice-simple privacy-preserving identity-
management for cloud environment:
According to Sherman SM Chow, Yi-Jun He Identity

security and privacy have been regarded as one of
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the top seven cloud security threats. There are a few
identity management solutions proposed recently
trying to tackle these problems. However, none of
these can satisfy all desirable properties. In particular,
unlinkability ensures that none of the cloud service
providers (CSPs), even if they collude, can link the
transactions of the same user. On the other hand,
delegatable authentication is unique to the cloud
platform, in which several CSPs may join together to
provide a packaged service, with one of them being
the source provider which interacts with the clients
and performs authentication while the others will be
transparent to the clients. Note that CSPs may have
different authentication mechanisms that rely on
different attributes. Moreover, each CSP is limited to
see only the attributes that it concerns. This paper
SPICE - the

management system that can satisfy these properties

presents first digital identity

in addition to other desirable properties.

2.2 Dynamic secure cloud storage with provenance:

According to Sherman SM Chow, Cheng-Kang Chu
One concern in using cloud storage is that the
sensitive data should be confidential to the servers
which are outside the trust domain of data owners.
Another issue is that the user may want to preserve
his/her anonymity in the sharing or accessing of the
data (such as in Web 2.0 applications). To fully enjoy
the benefits of cloud storage, we need a confidential
data sharing mechanism which is fine-grained (one
can specify who can access which classes of his/her
encrypted files), dynamic (the total number of users
is not fixed in the setup, and any new user can
decrypt previously encrypted messages), scalable
(space requirement does not depend on the number
of decryptors), accountable (anonymity can be
revoked if necessary) and secure (trust level is
minimized).This paper addresses the problem of
building a secure cloud storage system which
supports dynamic users and data provenance.
Previous system is based on specific constructions
and does not offer all of the aforementioned
desirable properties. Most importantly, dynamic user

is not supported. We study the various features
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offered by cryptographic anonymous authentication
and encryption mechanisms; and instantiate our
design with verifier-local revocable group signature
and

identity-based broadcast encryption with

constant size cipher texts and private keys.
III. PROBLEMS DEFINITION

In a shared-tenancy cloud-computing environment,
things become even worse. Data from different
clients can be hosted on separate virtual machines
(VMs) but reside on a single physical machine. Data
in a target VM could be stolen by instantiating
another VM coresident with the target one.
Regarding availability of files, there are a series of
cryptographic schemes, which go as far as allowing a
third-party auditor to check the availability of files
on behalf of the data owner without leaking
anything about the data, or without compromising

the data anonymity.
IV. SYSTEM ANALYSIS

A. Existing System

Current technology for secure online data
sharing comes in two major flavors - trusting a
third party auditor, or using the user’s own key
to encrypt her data while preserving anonymity.
This system is popularly known as the key-
aggregate cryptosystem (KAC), and derives its
roots from the seminal work on broadcast
encryption by Boneh et.al.. KAC may essentially
be considered as a dual notion of broadcast
encryption. In broadcast encryption, a single
cipher text is broadcast among multiple users,
each of whom may decrypt the same using their
own individual private keys. In KAC, a single
aggregate key is distributed among multiple
users and may be used to decrypt cipher texts
encrypted with respect to different classes.

B. Proposed System
In this paper, we attempt to build precisely such a
data sharing framework that is provably secure and

at the same time, efficiently implementable. In this
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paper, we propose an efficiently implementable
version of the basic key-aggregate cryptosystem
(KAC) wusing asymmetric bilinear pairings. We
propose a CCA-secure fully collusion resistant
construction for the basic KAC scheme with low
overhead cipher texts and aggregate keys. We
demonstrate how the basic KAC framework may be
efficiently extended and combined with broadcast
encryption schemes for distributing the aggregate
key among an arbitrary number of data users in a
real-life data-sharing environment. The extension
has a secure channel requirement of O (m + m0) for
m data users and mO data owners. In addition, the
extended construction continues to have the same
overhead for the public parameters, cipher texts and
aggregate keys, and does not require any secure
storage for the aggregate keys, which are publicly
broadcast.

V. SYSTEM ARCHITECTURE

Data Users

Data Classes

Encrypt for Storage
on the Cloud

Aggregate Key

M Extraction K S

(generates a single
Data
Owner

aggregate key to
Figure 1. System Architecture

Aggregate Key
Broadcast

(securely broadcasts the
aggregate key among

decrypt multiple classes) multiple data users)

Data owner:

1.First the Data owners register with the respective
Registration form.

2. Data owner can login only using secrete key sent
by cloud.

3. Data owner upload their files with cloud in an

encrypted format.

Data User:
1. Data users also register with the respective

registration form.
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2. Data users also can login only using secrete key
sent by cloud.

3. Data users can search uploaded files by using file
key or file name.

4. Users can download requested files from cloud by
using third party generated private key and aggregate
keys.

Cloud:

1. Cloud can view the owner and user details.

2. Cloud can also view user’s file request.

3. It request third party to send corresponding file to

the user.

TPA:
1. It will send private and aggregate keys to user’s
mail id.

2. It shows all file details.

VI. CONCLUSION

In this paper, we addressed an important issue of
secure data sharing on untrusted storage. We have
proposed an efficiently implementable version of the
basic key aggregate cryptosystem in with low
overhead cipher texts and aggregate keys using
asymmetric bilinear pairings. We have proved our
construction to be fully collusion resistant and
semantically secure against a non-adaptive adversary
under appropriate security assumptions. We have
then demonstrated how this construction may be
modified to achieve CCA-secure construction, which
is, to the best of our knowledge, the first CCA secure
KAC construction in the cryptographic literature.
We have further demonstrated how the basic KAC
framework may be efficiently extended and
generalized for securely broadcasting the aggregate
key among multiple data users in a real-life data-

sharing environment.
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ABSTRACT

A rangefinder is a device that measures the separation from target to the observer, for the reasons of
surveying, finding the focus in photography, or precisely pointing a weapon, it makes basic radar utilizing the
ultrasonic sensor. This radar works by measuring a range from 3cm to 40 cm as non-contact distance, with
angle range between 15° and 165" .The development of the sensor is controlled by utilizing a little servo

motor. Data got from the sensor will be utilized by "processing Development Environment" software to

delineate the outcome on a PC screen.

Keywords: Processing Software, Servo motor, Ultrasonic Sensor.

I. INTRODUCTION

Radar is an object identification framework that uses
electromagnetic waves to recognize run, height,
heading, or speed of both moving and settled protests,
for example, flying machine, ships, vehicles, climate
developments, and landscape. When we utilize
ultrasonic waves rather than electromagnetic waves,
we call it ultrasonic radar. The fundamental parts in
any ultrasonic radar are the ultrasonic Sensors.
Ultrasonic sensors chip away at a standard like radar
or sonar which assesses traits of an objective by
translating the echoes from radio or sound waves
separately. Radar's data will show up in various ways.
Essential and old radar station utilized sound alert or
LED, present day radar utilizes LCD show to
demonstrate nitty gritty data of the focused on
We

demonstrate the data (separation and edge).

question. utilize Computer screen to

II. LITERATURE SURVEY

Vladimir 1. Koshelev[1].

recognition of radar objects at sounding by high-

Titled “Detection and

power ultrawide band pulses’ultrawideband (UWB)

CSEIT184604 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 12-16 |

radiation sources with megavolt efficient potential
have been created. This is technical basis for
development of UWB radars for remote object
sounding. The paper gives special attention to
analysis of investigation results of methods for
detection and recognition of remote radar objects at
sounding by high-power UWB pulses. To detect
UWB the

background, an approach based on the joint use of

signals at noise and interference

matched filtering and inter-period correlation
processing is suggested. A genetic function method
and parametric methods were developed for object
recognition. Compression of the data bank is of
importance in the latter methods.A I. Baskakov; A. A.
Komarov; M. S. Mikhailov; V. A. Permyakov[2].
Titled

troposphere on the propagation of radio waves in

“Influence of the ionosphere and the
the detection of space debris objects using multi-
position radar system”. The work is devoted to the
analysis of the influence of the ionosphere and the
troposphere on the propagation of radio waves in the
detection of space debris objects using multi-position
radar system. To analyze the problem, we used a

method of geometric optics that made it possible to
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estimate signal distortions that affect the noise

immunity of multi-position radar.

Taehwan Kim; Sungho Kim; Eunryung Lee; Miryong
Park[3].Titled “ Comparative analysis of RADAR-IR
sensor fusion methods for objectdetection”. The
Radar and IR sensor fusion method for objection
detection. The infrared camera parameter calibration
(LM)

method is proposed based on the Radar ranging data

with  Levenberg-Marquardt optimization
represented by Cartesian coordinate compared with
6 fusion methods. The proposed method firstly
performs the estimation of the intrinsic parameter
matrix of infrared camera with some optical trick.
Then the method searches the extrinsic parameters
using the generative approach. The initial angle and
translation of the extrinsic parameters are optimized
by the LM method with the geometrical cost
function. In the experiments, the performance of
proposed method outperforms by a maximum 13
times the performance of the other baseline methods
on the averaged Euclidian distance error. In future
work, the angular noise of the Radar information
will be improved and the proposed method will
provide the effective proposals for the deep neural

network.
III. DESIGN METHODOLOGY

The piece outline of short range radar framework is
as appeared in Figure 1 Using IO trigger for no less
than 10us abnormal state flag, The Module naturally
sends eight 40 kHz and identify whether there is a

heartbeat motion back.

On the off chance that the flag back, through
abnormal state, time of high yield IO term is the

time from sending ultrasonic to returning.
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DC POWER
SUPPLY (5v)
(USB SERIAL PORT)
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Window
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MOTOR(s
ervo 9g)

Figure 1. Block Diagram of short range Radar
Framework
3.1 Arduino UNO Board

Arduino is an equipment and programming
organization, undertaking, and client group that
plans and fabricates PC open-source equipment,
open-source programming, and microcontroller-
based packs for building computerized gadgets and
intuitive articles that can detect and control physical
gadgets. The task depends on microcontroller board
outlines. The board gives sets of advanced and simple
Input/Output (I/O) sticks that would interface be
able to different Expansion sheets (named shields)

and different circuits.

Figure 2. Arduino UNO board
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The sheets highlight serial correspondence interfaces,
including Universal Serial Bus (USB) on UNO show,
for stacking programs from individual computers.For
programming the microcontrollers, the Arduino
venture gives a coordinated improvement condition
(IDE) makes it simple to compose code and transfer it
to the board. It keeps running on Windows, Mac OS
X, and Linux. The earth is composed in Java and in
view of Processing and other open-source
programming. This product can be utilized with any
Arduino board. Arduinouno is as shown in the
Figure 2. The Arduino Uno has 14 computerized
input/yield pins (of which 6 can be utilized as PWM
yields), 6 simple data sources, a 16 MHz precious
stone oscillator, a USB association, a power jack, an

ICSP header, and a reset catch.

3.2 Ultrasonic Sensors

Ultrasonic going module HC - SR04 gives 2cm -
400cm non-contact estimation work, the going
exactness can reach to 3mm. The modules
incorporate ultrasonic transmitters, collector, and
control circuit, inside estimating point 15 degrees
Product highlights: Ultrasonic going module HC -
SR04 gives 2cm - 400cm non-contact estimation
work, the going exactness can reach to 3mm.

The modules incorporates ultrasonic transmitters,
beneficiary and control circuit. The fundamental
guideline of work. Using 1O trigger for no less than
10us abnormal state flag, The Module consequently
sends eight 40 kHz and distinguish whether there is
a heartbeat flag back. IF the flag back, through
abnormal state , time of high yield IO term is the
time from sending ultrasonic to returning. Total
distance = (high level timexvelocity of sound
(340M/S)/2. Working principle of ultrasonic sensor is

as shown in the Figure 3.
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Figure 3. working of ultrasonic sensor

Wire connecting direct as following:
1. 5V Supply
2. Trigger Pulse Input
3. Echo Pulse Output
4. 0V Ground

Table 1. Specifications of ultrasonic sensors

Electric Parameter DC5V
Working Voltage
Working Current 15mA
Working Frequency 40Hz
Max Range 40cm
Min Range 2cm
Measuring Angle 15 degree
Trigger Input Signal 10uS TTL pulse
Echo
Echo Output Signal Input TTL lever
signal and the range
in proportion

3.3 Servo Motor

Small and lightweight with high yield control. The
servo can turn Approximately 180 degrees (90
toward every path), and works simply like the
standard sorts yet littler you can utilize any servo

code, equipment or library to control these servos.

Figure 4. Servo motor
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Specifications:
1. Weight:9g
Dimension: 22.2 x 11.8 x 31 mm approx.
Stall torque: 1.8 kgf-cm
Operating speed: 0.1 s/60 degree
Operating voltage: 4.8 V ("5V)
Dead band width: 10 ps
Temperature range: 0 °C — 55 °C

N ok WS

3.4 Processing Software

Handling is an open-source PC programming dialect
and coordinated advancement condition worked for
the electronic expressions, new media workmanship,
and visual outline groups with the motivation behind
showing non-software engineers the basics of PC
programming in a visual setting. The Processing
dialect expands on the Java dialect, yet utilizes an

improved punctuation and illustrations UL

Preparing incorporates a sketchbook, an insignificant
other option to a coordinated advancement condition
(IDE) for sorting out ventures. Each Processing
sketch is really a subclass of the PApplet Java class
which executes the greater part of the Processing
dialect's highlights.

When programming in Processing, every one of
extra classes characterized will be dealt with as
inward classes when the code is converted into
unadulterated Java before ordering. This implies the
utilization of static factors and strategies in classes is
precluded unless Processing is unequivocally advised

to code in unadulterated Java mode.

Preparing additionally takes into consideration
clients to make their own particular classes inside the
PApplet draw. This takes into account complex
information composes that can incorporate any
number of contentions and maintains a strategic
distance from the confinements of exclusively
utilizing standard information writes, for example,
int (whole number), singe (character), skim (genuine
number), and shading (RGB, RGBA, hex).
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3.5 Working Principle
The working principle of object identification is as

shown in the flowchartshown below in Figure 5.

START

(DUMPING CODE TO
AURDINO UNO)

Ultra Sonic sensor
sensing starts

If
Object
found

Indicates green
in processing
software
window

Yes

Indicates red in
processing
software

window

Force stop

Figure 5. Flowchart for object detection

As soon as the code written Embedded C in
arduinosoftware is flashed into ArduinoUNO board
through USB cable and processing code is run, the
short rangefinder starts sensing 1800 to find the
object within the range of 40cm. Servomotors are
controlled by sending an electrical pulse of variable
width, or pulse width modulation (PWM), through
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the control wire. When any object is found then it is
indicated as red on the processing development
window. The green area in the processing window
indicates it’s a free area with no objects or obstacles
present. The sensing continues unless it is forced stop
through the code.

IV. RESULT

The resulting graphical window of processing
software is shown in Figure 4. The red area in the
graphical window indicates the object identified up
to the range of 40cm with angle coverage of 180°.

The green area indicates that no object being

detected in the range of 40cm.

Figure 4. Graphical representation of object

identification on Processing Software window
V. CONCLUSION

Radar is normally used to determine velocity,
range, and position of an object. In this project,
the distance and angles of detected objects in order
to convert these data into visual information. The
It works

performance of  project is so good.

smoothly to detect objects within the designed range.

The screen shows the information clearly with
enough delay for the user to read it. This project
could be helpful for object avoidance/ detection
applications. This project could easily be extended

and could be used in any systems may need it.
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ABSTRACT

Water is the basic need for survival. Hence, the wastage of it is not tolerable. Water scarcity is the lack of
sufficient available water resources to meet water needs within a region. Its effects are spread all over the
world and around 2.8 billion people are affected by it. More than 1.2 billion people lack access to clean
drinking water. Therefore, water monitoring has become an important subject of matter.
The project Water Monitoring System for Smart Village using cloud service, as the name says it is all about
monitoring of water right from small villages, townships to entire urban infrastructure. The project deals
with the efficient monitoring of water using Internet of Things (IoT) technology enabled by sensors. The
sensor network can be flexible expanded and shrunk according to the requirements of setup. It is used for
remotely controlling the water flow, cutting the water supply, monitoring and analyzing the water usage
across the nodes, with the help of cloud connectivity. Further, more statistical data can be gathered and can
be used by govt. authorities for defining policies, strategies and billing calculations. So ultimately, this will
help to conserve and efficiently utilize the natural resource. Using IoT takes into account of waste wastage
right from small village to large scale. It can also control the water usage in a precise way. Usually the water
flow to each village is not measured, but this product enables the measure of water to each village so that
water monitoring is easy. If there is inappropriate usage of water from tank is detected monitor of that village
can be notified.

I. INTRODUCTION the type of communication is machine-machine
(M2M).
The Internet of Things (IoT) is a system of

The basic idea of IoT is to allow autonomous

exchange of useful information between invisibly

interrelated computing devices, mechanical and

digital machines, objects, animals or people that are

provided with unique identifiers and the ability to embedded different uniquely identifiable real world

transfer data over a network without requiring devices around us, fueled by the leading technologies

human-to-human or human-to-computer interaction.

Internet, a revolutionary invention, is always
transforming into some new kind of hardware and
software making it unavoidable for anyone. The form
of communication that we see now is either human-
human or human-device, but the Internet of Things

(IoT) promises a great future for the internet where

CSEIT184605 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 17-22 |

like Radio-Frequency Identification (RFID) and
Wireless Sensor Networks (WSNs) [2] which are
sensed by the sensor devices and further processed for
decision making, on the basis of which an automated
action is performed [1]. IoT projects are under way
that promise to improve distribution of the world’s

resources to those who need them most and help us
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understand our planet so we can be more proactive

and less reactive.
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II. PROBLEM STATEMENT

The project aims at automating the process of water
monitoring in each village and thereby cause
regulated usage of the same using cloud service. Water
is one of the important substances used in crop
production. It must be saved to avoid water shortage
in future. One such way to save water is to monitor
and study its usage and accordingly its utilization
should be managed. Monitoring water level of a
water source, such as water tank plays a key role in
water management. Keeping track of water level in a
water source can be used to preserve water and to
study the water usage. Thus monitoring water level is

an important task in agricultural.

Villages in India will soon be transforming to smart
villages as Government of India brings Smart Village
initiative to the country. The smart village initiative
will promote Digital inclusion which will enable the
enhanced access to services through Information
Technology (IT) enabled platforms. Thus the Internet
of Things (IoT) has a major role to play in Smart
Village in India. In IoT enabled Smart Village every

physical object, a thing, will be connected to the

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

Internet and enable users to keep track of its status
and to control it remotely. This will help users to
access to services provided by such objects as and
when required.Water is a limited resource and is
essential for agriculture, industry and for creature’s
existence on earth including human beings. Lots of
people don’t realize the true importance of drinking
enough water every day. More water is wasted by
many uncontrolled way. This problem is quietly
related to poor water allocation, inefficient use, and
lack of adequate and integrated water management.
Therefore, efficient use and water monitoring are
potential constraint for village water management
system.

III. EXISTING SYSTEM

Over the years, several methods have come up for
efficient management of water. Basically In each
different method a more advanced water meter is

the

measurement. The water meter calculates the amount

installed to improve accuracy of water
of water own through the main pipe and takes a
reading. Every month, the concerned authority from
the water department takes the reading from each
house/building. A standard water meter uses two
common types of registers - straight and circular - to
read the flow of water in cubic feet or inches. The
registers can be observed on the surface of the meter.
The straight registers can be read like an odometer in
a car. On some larger meters, a multiplier will be
present on the register face, which can be noted as
10X, 100X, or 1000X based on the size of the meter.
Circular registers, on the other hand, are more
complex to calculate water usage. They employ a
series of dials marked with divisions of ten. How a
water meter works depends on the style, purpose, and
size of the meter[3].Some of the drawbacks of the
current methods are It involves a lot of manual work,
the amount of water used for a particular instant
cannot be determined, the present water meters
cannot determine any leakages[5] and It can’t detect

pollutants[6].
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IV.METHODS AND MATERIALS

1. SENSORS USED

G Y% water flow sensor

Water flow sensor consists of a plastic valve body, a
water rotor, and a hall-effect sensor. When water
flows through the rotor, rotor rolls. Its speed changes
with different rate of flow. The hall-effect sensor
outputs the corresponding pulse Signal. The working
voltage is 5v-24v.The maximum current that can flow
through is 15mA (DC 5v).The external diameter of
this flow sensor is 20mm and its weight is 43g.It can

be stored in the temperature range of 25°C~+80°C.

Figure 2. G 1/2 Water Flow sensor

pH meter:
pH meter,electric device used to measure hydrogen-
ion activity (acidity or alkalinity) in solution.
Fundamentally, a pH meter consists of a voltmeter
attached to a pH-responsive electrode and a
reference (unvarying) electrode. The pH-responsive
electrode is usually glass, and the reference is usually
a mercury—mercurous chloride (calomel) electrode,
chloride

sometimes used. When the two electrodes are

although a silver-silver electrode is
immersed in a solution, they act as a battery. The
glass electrode develops an electric potential (charge)
that is directly related to the hydrogen-ion activity
in the solution (59.2 millivolts per pH unit at 25 °C
[77 °F]), and the voltmeter measures the potential
the

electrodes.The figure is as shown below:

difference between glass and reference
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Figure 3. pH meter

PIR sensor:

PIR stands for Passive InfraRed. PIR sensors are
often used in the construction of PIR-based motion
detectors. These sensors measure infrared radiation
emanating from objects in the field of view. All
objects emits what is known as black body radiation.
It is usually infrared radiation that is invisible to the
human eye but can be detected by electronic devices
designed for such a purpose. The term passive in this
instance means that the PIR device does not emit an
infrared beam but merely passively accepts incoming

infrared radiation.

EE ?P.]c’)t on OnePlus
Figure 4. PIR sensor

2. HARDWARE

RENESAS MICROCONTROLLER BOARD

Renesas microcontroller surpasses its predecessor i.e.
8051 family of microcontrollers, with various in-
built features as mentioned below:

v Renesas is a 16-bit microcontroller.

v" Minimum instruction time can be changed
from ultra-low speed (30.5us) to high speed
(0.03125us).

v" 16 to 512KB of ROM and 2 to 32KB of RAM
are available depending upon the series and

number of pins.
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v" On-chip high-speed (32 MHz to 1 MHz) as
well a low-speed (15 KHz) oscillator is present.
v' 10-bit resolution A/D converter (6 to 26
channels depending upon the series) is present.
v' Totally 3 UART for Serial Interface is available.

v" Totally 0-7 channels for timer is available.

LED for Power Indication

+5Volit Supply pins

LCD,BASE

Voltage Regulator Renesas chip

Figure 5. 64 pin Renesas Microcontroller board

GSM (Global System for Mobile communications) :

GSM is an open, digital cellular technology used for
transmitting mobile voice and data services. GSM
supports voice calls and data transfer speeds of up to
9.6 kbps, together with the transmission of SMS
(Short Message Service). GSM is a cellular network,
which means that cell phones connect to it by
searching for cells in the immediate vicinity. GSM
was intended to be a secure wireless system. It has
considered the user authentication using a pre-

shared key and challenge-response.

Figure 6. Global system for mobile communication
(GSM)
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GENERAL PACKET RADIO SERVICES (GPRS)

General Packet Radio Services (GPRS) is a packet-
based wireless communication service that promises
data rates from 56 up to 114 Kbps and continuous
connection to the Internet for mobile phone and

computer users.

In order to set up a GPRS connection for wireless
modem, a user must specify an APN, optionally a
user name and password, and very rarely an IP

address provided by the network operator.

LIQUID CRYSTAL DISPLAY

The liquid-crystal display has the distinct advantage
of having a low power consumption than the LED. It
is typically of the order of microwatts for the display
in comparison to some order of milliwatts for LEDs.
Low power consumption requirement has made it
compatible with MOS integrated logic circuit. Its

other advantages are its low cost, and good contrast.

Basic structure of an LCD A liquid crystal cell
consists of a thin layer (about 10 u m) of a liquid
crystal sandwiched between two glass sheets with

transparent electrodes deposited on their inside faces.

3. SOFTWARE

The Integrated Development Environment (IDE),
Cube Suite is used to generate the embedded code for
the hardware mentioned. It offers the ultimate in
simplicity, usability, and security for the repetitive

editing, building and debugging of codes.

CubeSuite+ bundles all the basic software necessary
for Renesas MCU software development in one
convenient package, ready to use immediately after
initial installation. CubeSuite+ is also compatible
with Renesas hardware tools, such as on-chip
emulator El, advanced

debugging facilitating

debugging.
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V. RESULTS AND DISCUSSION

METERING AND ALERTING SYSTEM FOR
RESOURCE CONSUMPTION

This project aims at monitoring one’s energy
consumption and warns consumer if he/she is
expected to increase beyond him/her pre-fixed
energy units. This monitoring is done on a regular
basis, so that if consumer is at the brink of exceeding
his/her specified consumption limits, they will be
warned. This is implemented using WSN technology,
In WSNsensors are equipped with wireless interfaces
with which they can communicate with one another
to form a network. It has sensor nodes working
together to monitor a region to obtain data about the
environment. According to David Culler, Estrin and
Mani Srivastava WSNs offer an alternative approach:
performing Local processing at each device and

transporting the data continuously to master node

[2].

By fixing one’s consumption below a fixed slab rate
the

consumption has not exceeded this limit for a time

category and continuously checking that
lapse, we can cut down the consumer’s bill as well as
the load on the system, if we succeed in limiting the
consumption below the slab rate. This project
constantly alerts consumer if their consumption has
reached beyond the preplanned units on a regular

basis [6], so that the consumer is aware of his

consumption and  voluntarily  controls his
consumption.
GSM LCD
MicRocoNTROLLER & |
FLOW SENSOR MC BULB
4 Android
AR B
PRESSURE ENERGY METER
SENSOR

Figure 7. Representation of metering system
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In this project we use respective sensors to measure
the amount of usage of water, electricity and LPG in
home. Electric meter can be configured to measure
load [7].This

information is stored in the database [3]. Whenever

electricity consumption of a
the consumption will exceed the threshold, the user
will be notified the amount of usage in that time
span. This application is not only for common people
but also for the higher authorities. The user and
admin have their respective accounts. The user can
only view his/her usage and the admin can view

usage on locality basis.

VI. CONCLUSION

The proposed system is used to acquire water level
and other details of a water source in real time from
any location, any device connected to Internet.
These information which is stored in cloud(Aws) can
be used for various purposes for better monitoring of
water source. Monitoring water tank from remote
location may be very useful when it is not possible to
visit location physically every time.By using the
monitoring system we can easily control the usage of
water and the water will be saved to our future
generations.
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ABSTRACT

The challenges in the field of big data analysis is growing due to the huge volume of data collected on daily
basis by social media, weather forecast, mobile data etc. In this survey paper, there is a look on different
aspects of usage of Apache spark, be it, the framework, the libraries, the spark technologies etc. The spark
platform provides various algorithms to analyse machine learning techniques and implement them on other
virtualization platforms such as VMware vSphere. Further, Spark is used on different platforms to achieve
high performance, overcome latency and achieve efficiency. The papers, studied here, have drawn parallelism

between the Hadoop and the Spark and the latter has proved to be the best platform as it is hundred times

faster and more efficient.

Keywords: weather forecast, virtualization, Hadoop, Spark, latency

I. INTRODUCTION

Big data analytics is the biggest challenge from past
few decades because of the huge amount of data that
is generated every day. There are many open-source
technologies which are used to handle massive data
volumes. One such technology is Apache Spark.
Apache Spark is a lightning-fast cluster computing
technology, designed for fast computation. It is based
on Hadoop Map Reduce and it extends the Map
Reduce model to efficiently use it for more types of
computations which include interactive queries and
stream processing. Some of the most popular
companies that are using Apache Spark are Uber,
Pinterest, conviva,data etc. The basic components
used in Apache Spark are Spark Streaming, Spark
SQL,Spark MLIib,GraphX,prediction with logistic
regression. Spark is used for some of the prominent
applications such as machine learning, fog
computing,interactive analysis,event detection etc.
This section provides a brief introduction of big data

and spark platform.

CSEIT184606 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 23-29 |

II. BASICS OF SPARK

Spark is referred to as distributed framework which
is based on Hadoop MapReduce algorithms.In (1)
Spark’s features include Memory Computing which
helps in storing the intermediate and the output
results of spark jobs in the memory which is an
advantage over Hadoop MapReduce. Memory
Computing improves the efficiency of computing. So,
the Spark can be used for iterative applications such
as machine learning and data mining. Spark provides
Resilient distributed dataset which provides rich set
of operations to manipulate the data. The API in
Spark is available in JAVA, Python, R and Scala
languages. The processing speed of the spark is said

to be 100x faster than Hadoop MapReduce.

A. Framework
The framework method for the management and
analysis of qualitative data has been used since the

1980s.The method originated in large-scale social
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policy research but is becoming an increasingly
popular approach in medical and health research.In
this paper(2) we are using the popular concept called
cascade learning for the advanced machine learning
architecture of multilayer perception(MLP) and
distributive computational abilities of apache sparks

combined together in a framework. Spark is mainly

used to handle the large magnitude of data efficiently.

Framework and artificial intelligence are used to

solve the real world problems usingBig data analytics.

The problem in real world data is time and space

constraints. To overcome these challenges,
themachine learning, cascading, big data analysis and
deep learning combined ideas have been used.To
the

framework is used. Using the novel framework,

solve traditional machine learning novel
traditional machine learning tools will improve the
accuracy and speed of the system. The main reasons
choosing the novel frame work is to enhance future

set, compute time, continue learning and improve.

B. Spark MLlib

The changing and improving trends in big data
analysis is by far a big concern in the field of
machine learning which is why the big data machine
learning platforms such as Apache Spark MLIib have
been developed. In paper(3), there is some light cast
on the libraries of Apache Spark.One of the major
libraries of Apache Spark, Spark MLIib is the most
prominent platform available for big data analysis to
carry out various techniques. It consists of more than
55 algorithms that support data and process
parallelization. It also provides APIs in different
languages to evaluate machine learning methods. It
surpassed the performance of Hadoop in terms of
running time when the same algorithm was run on
Weka library components used in Hadoop and spark
MLlib on Apache Spark. Spark MLIib offers fast,
flexible and scalable implementation of a variety of
machine learning components. It offers options for
distributed processing by parallel processing. It

decreases the processing time required and, at the

same time, increases time to interpret analytic results.

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

ITII. SPARK FRAMEWORK USED IN VARIOUS
FIELDS.

Intrusion detection systems monitor network or

systems for policy violation or malicious
activity.In(4)the advantage of iterative algorithms on
Spark is mentioned. For example,the intrusion
detection algorithm is highly time consuming and
occupies large amount of memory. In order to solve
this problem, the usage of a parallel Principal
Component Analysis (PCA) combined with support
vector machine (SVM) algorithm based on Spark
is proposed (SP-PCA-SVM).

component analysis

platform Principal
is used for training and
predicting the data and fusion of bagging integration
strategy and SVM algorithm is used on the spark
distributed framework. Spark platform is considered
because it reduces the training time and improves
model learning efficiency. In paper [2] Parallel SVM
algorithm is used to effectively deal with large scale
datasets. Parallel SVM is based on the iterative map
reduce provided by the Spark environment. The
applications like improving the efficiency of iterative
algorithms wusing Spark platform highlights the

parallel computing feature of Spark.

A. Spark Streaming

Tocope with streaming data, various stream-
processing-based frameworks have been proposed,
such as Storm, Flink and Spark Streaming. In (5) ,one
of the spark machine learning libraries Spark
Streaming is discussed to process online flow of data.
The major task is to handle the explosive growth of
internet traffic. The need for spark streaming came
into picture when traditional network analysis
methods were no longer suitable for processing huge
traffic of data on single machine due to poor
processing ability. The application, Spark streaming
is used in internet traffic monitoring system. The
the collector,
The

collector collects and stores the data packets, the

system involves 3 components,

managing systems and stream processor.

stream processor processes the data collected in the
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collector and the managing system behaves as
abridge between the former two. The in- memory
computing feature of spark uses RDD and spark

streaming processes and analyses the data.

B. Enterprise Big Data

Big data is data that is too large to process using
traditional methods. Enterprises have large amounts
of data and this data has to be safe and secured.In
this paper,(6)Enterprises give strong controls and
strategies to prevent cyber-attacks and the data is not
leaked. It is confidential. Employees and data
scientists have access to analyse and derive insights
from the data but there are insufficient controls and
employees are usually permitted access to all
information about the customers of the enterprise

including sensitive and private information.

In this paper, author speaks about Shade. Shade is a
system that allows a spark cluster which contains
sensitive data which can be accessed in different
framework Shade includes two
Spark LAP and Spark SAM.The

Enterprises analyse the data to understand their users

manners.The

mechanisms

and know their behaviour and requirements so that
better customization can be provided. Spark can be
used for a wide variety of data analysis tasks such as

statistical querying or machine learning.

C. Spark BDD

Spark-BDD is a pioneer platform which provides and
allows programmers to exercise on BDD interactive
debugging capabilities to set break points or trace
through a program for execution.In this
paper(7),Spark BDD commences as a support to
debug analytic programs. Debugging toolkits on
Spark provides an interactive query interface which
focuses on bringing interactive capabilities to the
spark platform. It supports all the features through a
3 key mechanism; 1)data lineage information
2)incremental dataflow computation 3)runtime level
profiling. It also enables function hot swapping and

replay. It is an ultimate application of using
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debugging in use case applications and features

supported by different distributed debugger.

D. Spark-SIFT

Apache Spark is an open-source cluster-computing
framework. In this paper, (8) author speaks about
SIFT (Scale, Invariant, Feature, and Transform)
image feature extraction algorithm is implemented in
Spark- SIFT framework. Image processing has an

important phase that is, feature extraction.

Spark is a memory based data processing framework
with faster speed.The framework contains three part,
the base interface of image processingthe sift
algorithm in the spark, and the sequence of images.
Many problems arise .One of them is load unbalance.
This happens when size of images to deal have wide
difference. In this paper, the solution to this problem
is the segmentation of image feature extraction
algorithm in spark. Feature extraction takes a long
time in processing, especially in large-scale image
retrieved systems. The feature of spark are running
faster, spark owns DAG execution engine, which
support the iterative calculation of data in the
memory, scala is the program language supported in
the spark. Scala is effective, extensible and can deal
with a job in simple code.Good generality, spark
spark SQL, Spark
Streaming, MLIlib and GraphX components.

BSDA includes spark core,

E. Extreme Learning Machine Algorithms Based on
Spark
The non-iterative ELM algorithm helps in generating
weights of hidden layers and determines the output
layer weights by analysing. In paper(9), the method
discussed brings in convenience to many time
sensitive applications by reducing learning time. The
VMware vSphere virtualisation platform to analyse
and manage architecture based services, application
services, complex data centre etc. it brings in more
flexibility, serviceability and effectiveness through
virtualised and distributed basic architecture services;
the

resources. The Feed Forward neural network parallel
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algorithm is based on spark platform and the
establishment of VMware vSphere ,here, helps to
perform experiments as an experiment platform.
Again, here, the spark highlights its advantages on
using in memory processing and distributed
processing based on spark. Spark serves as a cluster
computing platform and supports task scheduling
process at every phase by processing RDD objects in
generating non-acyclic graphs. The new ELM,neural
network algorithm has fats training speed, less
artificial interference and strong data generalisation
ability.
IV.REAL WORLD APPLICATION OF
APACHE SPARK

A. Weather Data Analysis

Weather data is used to predict the atmospheric
changes. The real time data is analysed(10)In this
paper,
forecasting is a challenge in human civilization.

weather is of most concern. Weather
There are many methods and algorithms that have
been developed to predict weather forecasting. Big
data is the key concept used to manage large
amounts of data. Hadoop is a platform designed to
run in situations where analytics are used that are
deep, extensive like clustering. Real time analytics
with spark streaming is designed to analyse the real
time data. There is a robust and an efficient
technique for analysing the weather data set using
spark. The weather data is collected from sensors and
power stations. Spark overcomes the drawbacks of

Hadoop in terms of processing speed.

B. Agricultural Information System

Agricultural information is vast and the data
collected here is in big amounts. Big data technology
plays an important role in spatial analytics by which
enhanced. In  this

decision = making is

paper(11),Agricultural domain consumes huge

volume of data. In this paper, the author proposes a

spark based information management system for

agriculture. Big data analytics supports the
development and delivery of agricultural
information and services to make farming
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economical and sustainable. Spatial data is very
important in agricultural domain. This data is
important in agricultural domain. This data is
important to develop flexible and includes all types
of function. This paper deals with spark based
agricultural information system on big data by

developing analytical and visualization services.

C. Target Prediction in Drug Discovery

Initially,the machine learning predictors programs
was written in C and C++. These programs would
take too long to run in parallel because we do not use
the multiple nodes.In(12)it is prediction of drug
discovery we uses apache spark to enable existing
program single node into the multiple node cluster
pipeline , using apache spark we can speed up to 8
nodes in a system.Here spark is mainly uses to
evaluate the intermediate storage into various forms.
Apache spark has two categories one is runtime
system to schedule work units on a cluster pipeline
in the form of graph. Second is creating dependency
graph using programming modelIn programming
model we mainly concentrated on resilient
distributed data (RDD). Spark has control on
programming over intermediate RRDs storage, using
different combination of RDD. Spark programs will
express more algorithms. Because of all these RDD is

split up and created one task per partition.

D. Study on forecast of shared Bicycle

Now-a-days, shared bicycle projects have developed
continuously, the problem is that of storing the vast
amount of information about the usage of bicycles.
In(13),they are using spark MLIib for shared bicycle
to form three different prediction models. The three
different prediction models are multiple linear
regression, decision tree, random forests. In shared
bicycle proposal we have enormous data, to segregate
them using spark machine learning framework.
Apache Spark is fastest and used to handle huge data
processing. Data processing and MySQL databases
are used to store the information in the form of data
tables. Data processing will retrieve the data set and

make website, each action of data is stored in a CSV
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file using available information and then information
is stored in some format. SQL processing we consider
CSV file, if CSV file generated more than 36 million
GB data then we uses spark SQL to manage data
processing. To read the original CSV file uses spark

streaming.

E. Road Traffic Event Detection

In real time,twitter has become a very famous and a
trending social network. Twitter is a powerful source
of information used to detect the traffic in a
particular area because it has the information about
real time event happening in the surrounding.
People tweet on whatever they see or feel like in
their day to day life. In(14) ,they have considered the
real world application to Detection of the road traffic
using spark based on the twitter datasets. In twitter
per year 200billion tweets means 6000 tweets are
generated per seconds using classification techniques
to assigning class labels to the systems. Based on the
tweet data the system will fetch the information
tweets related to the traffic. We invoke the logistic
regression and support vector machine (SVM)
the

tweets.Other than above techniques we undergo

classifier for classification of dataset in

some more techniques to extract the useful
information from the tweet dataset. Techniques are:
statistics, natural language processing and machine
learning. Spark is mainly used for scalability of data
in tweet. Using spark we can execute many analysis
and pattern classification techniques. But SVM
supports only for binary classification where logistic

supports both binary and multiclass classification.

F. Mobile Big Data

Mobile big data is a concept that describes a massive
amount of mobile data that cannot be processed
using a single machine. In this paper (15),MBD
analytics is currently a high focus topic aimed at
extracting meaningful information and patterns from
mobile data. Deep learning is a solid tool in MBD
analytics. The framework used in this is Apache
source cluster

Spark,which provides an open

computing platform This enables distributed
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learning using many computing cores on a cluster
where continuously accessed data is cached to
running memory, thus speeding up the learning of
deep models several fold. The learning time of deep
models is decreased as a result of the parallel Spark
based implementation. Paper contains the challenges
of MBD such as 1) Large scale and high speed mobile
networks 2) portability 3) crowdsourcing. The
definition of deep learning is mentioned like this,
Deep Learning is a new branch of machine learning
that can solve broad set of complex problems in
MBD analytics. The advantages of DeepLearning in
MBD analytics are mentioned. 1) Deep learning
scores highly accurate results which are a top
priority for growing mobile systems. 2) Deep
learning generates intrinsic feature that are required
in MBD analytics. 3) Deep learning can learn from
unlabelled mobile data, which minimizes the data
labelling effort. =~ The authors then mentioned the
importance of spark in deep learning models of MBD
analytics. The parallelization using spark of deep
model is performed by slicing the MBDinto many
partitions. Each partition is contained in a resilient
distributed dataset that provides an abstraction for
data distribution from the spark engine. The author
mainly concentrates on Spark platform because it
tackles the problem of volume, velocity, and
volatility aspects of MBD. Volume aspect by
parallelizing the learning task into many tasks,
Velocity by its streaming extensions, Volatility
aspect is addressed by significantly speeding up the
training of deep models. Author implements a deep
learning model by considering the mobile activity

dataset using spark environment.

V. SURVEY PAPER

Survey on high performance analytics of big data
with Apache Spark
The main components of the spark which is also

called ecosystem of the spark are presented in detail

o7 L




in (16). To work with structured data spark contains
Spark SQL package. This enables users to query using
SQL. Spark does not provide normal SQL interface,
instead of that Spark SQL allows programmers to
merge different SQL queries with programmatic
manipulations that are supported by RDDs in Scala,
Python, R and Java. Machine learning functions like
regression,collaborative filtering ,classification and
clustering are provided by spark with the help of
MLIib package. Data Analysis or Machine learning
techniques on data can be applied effectively using
this package. Spark Streaming component of the
spark permits the processing of live streams of data.
To perform parallel computations and manipulate
graphs Spark provides library called GraphX. Spark
core includes different components for memory
management, interacting with storage system, fault
recovery, task scheduling and many more. Apart
from these Spark also includes HDFS, web interface,

parallel library etc.

VI. CONCLUSION

Spark being one of the best open-source platforms
from data cleansing to any data mining technique. It
is a cluster computing framework which works upon
fault tolerance and data parallelism. It uses in-
memory processing by which it overtakes Hadoop
and other memory management issues such as
serialization etc. RDD is a fundamental data structure
of spark which is a distributed collection of objects
which process data in parallel. It results in faster and
efficient processing of data. It uses various libraries to
handle to different data sets and techniques by
implementation of suitable algorithms such as SIFT
algorithms, intrusion detection algorithm etc.Hence,
spark is a widely used platform for big data analysis
for continuously growing and changing trends in
technology
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ABSTRACT

Most of the traditional measuring systems were designed and implemented by complicated circuitry which

made the product expensive, with low functionality. Using this LabVIEW based liquid level control system,

the cheaper and more versatile measurement system can be developed. This paper demonstrates an

innovative approach for industrial low cost liquid level monitoring based on virtual instrumentation. With

virtual measurement technology, more of the instrument can be substituted by software. The development of

virtual and open architecture monitoring systems shift the focus of automation from being hardware centric

to software centric, providing further flexibility

Keywords: LabVIEW, level measurement
I. INTRODUCTION

Many industrial and scientific processes require
knowledge of the quantity of content of tanks and
other containers. In many instances it is not possible
or not practical to directly view the interior. The
more obvious industrial applications include: tank
level gauging of milk, beer or wine in food and
beverage industry; level gauging of acid, oil and
solvent vessels in chemical plants; level monitoring
of water in reservoirs. Level measurement for liquids
can be accomplished with over 20 different
technologies being offered on the market today.
With the wide variety of approaches identifying the
right one for specific application can be very
difficult. Many applications require a single tank to
process multiple environments with different
densities or they have a media that changes density
with temperature. This is very common in the food

and beverage industry where different ingredients
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are blended and mixed in the same tanks. An

accurate liquid level measurement in these
conditions utilizing a gage type instrument mounted
in the base of the tank is impossible. Continuous
liquid level measurement and the detection of both
density and temperature of liquids with dissimilar
properties are classical topics in level sensor
research. Several solutions have been developed that

rely on a variety of working principles.
II. LITERATURE SURVEY
Praseed Kumar, Shamim S Pathan and Bipin
Mashilkar [1] has demonstrated a prototype of a
liquid level monitoring system based on float sensors,

Matlab and LabVIEW

environment is developed for measuring liquid level

electromagnetic valve,

accurately and accordingly maintaining the level of

liquid close to the reference level. Georgi NIKOLOV
and Boyanka NIKOLOVA[2] developed a prototype
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of a liquid level monitoring system based on

integrated differential pressure Sensors,
multifunction data acquisition board and LabVIEW
environment. Also discussed an appropriate method
for liquid level monitoring based on comparative
analysis of more popular technologies. The method
for obtaining both liquid density and liquid level

with two differential pressure sensors are considered.

James D. Wagoner and N. F. Macia [3] designed a
liquid level control system to control the level of a
liquid in a water tank that had a randomly varying
inlet. Control of the water level was accomplished by
adjusting a gate valve in the drainpipe located at the
bottom of the tank. A solenoid actuator, operated in
a continuous mode, controlled the gate valve
opening and a pressure sensor provided liquid level
feedback to the controller.The liquid level control
system was implemented with a PC running National

Instruments LabVIEW software.

III. METHODOLOGY

REMIRVOR

TR0
1 MM - BN -
ARTA)

I

SENSOR

ot DATA ADQUDNTNN CARD

LYW SORTV ARE

Figure 1. Block diagram of LabVIEW based liquid

level control system

The setup consists of a water tank which receives
water from a reservoir under a suitable head. A
water pump is located at the inlet of the tank. A float
sensor (5V) located at a suitable height in the tank is
used to sense the level of water. The float sensor
senses the water level and sends a signal to the NI
DAQ 6008/6009 (input module) in the form of
voltage. The DAQ card is used to interface with the
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hardware. The LabVIEW software will process the
data and sends a voltage of 5V as a signal to the
output module, i.e. NI DAQ 6008/6009. This voltage
actuates water pump via relay. This will turn on or
off the water pump depending upon the signal from
DAQ 6008/6009.

IV.HARDWARE IMPLEMENTATION

A.POWER SUPPLY:

A DC power supply system, which maintains
constant voltage irrespective of fluctuations in the
main supply or variation in the load, is known as

Regulated Power Supply.

1. A step down transformer converts the 220 ac
voltage to the lower ac voltage and gives alternating

current at output.

2. The process of conversion of ac to dc is known as
rectification. Here a bridge rectifier made up of p-n

junction diodes is used to perform this operation.

3. The output of the rectifier contains some ripples

or distortion so filtering is carried out.

4. By using a voltage regulator IC LM 7809, 9V dc
output is generated. The power supply of 9V is used

to run the water pump to pump water from sump to

tank.
D1
2A Bridge
’ IC1 ;
my | l 7608
ACIN '
Z0YPh 2
0-16v Ses Syne
24 ‘ C1 C2 Cim OUT
Transformer 470uF 0.010F | 0.01 uF
0V Cer | Cer I

Figure 2. 9V DC regulator using 7809
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B. FLOAT SENSOR:

Properly used, float switches can deliver millions of
on/off cycles, for years of dependable operation.
Failures are normally due to overloading, frequently
caused by spiking voltage. The project consists of
three float sensors, one is placed at the bottom of the
sump and other two are placed at minimum (30%)
and maximum (95%) position of the tank. The
floating sensor placed in the sump indicates the
presence of minimum water required to turn ON the
water pump when there is a request from DAQ
6008/6009 card. When the level of liquid goes below
the minimum position of the tank, the float sensor
placed at 30% of the tank sends a signal to turn ON
the water pump to fill it. When it reaches maximum
position, the float sensor placed at 95% of the tank
sends a signal to turn OFF the water pump.

V. SOFTWARE IMPLEMENTATION

5
<

A. FLOW CHART

[
|
Figure 3. Flowchart for monitoring and controlling

of liquid system

B. LabVIEW Program for and

Controlling of Liquid Level System

Monitoring

Initially a task is created and virtual channels are
selected depending on the input and output i.e.
analog or digital and add them to task. Later task is
started and it reads the data from three sensors

located at sump and tank. The sensors in the tank are

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

located at 30% (minimum level) and 95% (maximum
level).

1. If the water level in the tank is below 30% (both
sensors are at false condition) signal is sent from
DAQ card to turn ON the water pump. Water is
pumped till it reaches 95% of the tank and turned
OFF.

2. If the water level in the tank is above 30% and
below 95% it sends feedback wvalue, i.e., while
incrementing motor is turned on and while
decrementing motor is turned off.

3. If both the sensors are at true condition, the signal
is send to turn off the water pump.

4. The sump will pump water only if the sensor
placed in it is at true condition, else pump won’t turn

on.

An additional option is provided for manually
controlling the system which will grave out in case
of automatic conditions. The signal from the DAQ
card writes the data as output and stops the task and

clears it for next cycle.

Marwal' Ak S ] . .
| R l |
8 s . ‘

Figure 4. VI Front panel of the LabVIEW program

for monitoring and controlling of liquid system

VI. RESULTS AND DISCUSSIONS

When the float sensor is in the ON condition, the
relay completes the circuit where the water pump
is connected and turns it on. When the water rises
to the desired level the float sensor turns off and

this in turns off the water pump.
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Figure 5. Prototype of a LabVIEW based liquid level

control system

Random filling of the tank represents a real life
unpredictable disturbance to the system. Automatic
control is accomplished with the use of a personal
computer operated with LabVIEW software and also
by sensing the water level and then controlling the
position of a gate valve that releases water from the

tank. An option of manual control is also provided.

Figure 6. Image of the prototype when the level of

liquid is at minimum position in the tank

When the level of liquid in the tank goes below
minimum position (30%), it is sensed by the float
sensor which in turn sends signal to DAQ_ 6008/6009
to turn ON the pump to fill the tank. Above figure
shows the image of pumping the water from sump to
fill the tank.

Figure 7. Image of the prototype when the level of

liquid is at maximum position in the tank
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When the level of liquid reaches maximum (95%)

position of the tank, the float sensor sends a signal to

turn OFF the pump through DAQ 6008/6009 card.

Above figure shows that the liquid level in the tank

has reached maximum position (95%).

VII. CONCLUSION
Detection of liquid level by float sensor and
corresponding ON/OFF switching of water pump is
achieved. The open loop control system is modeled
in LabVIEW. This set up will further be used for
testing and implementing an Ultrasonic sensor. This
will enable to control the level of liquid at any
height directly from LabVIEW. The implementation
of virtual measurement technology for continuous
liquid level is presented. This system design concept
may be used to develop a various low cost liquid
level measurement and monitoring systems.

Interfacing of hardware components with LabVIEW

software through NI hardware is carried out

successfully. This will create a new era in the field of
process automation.
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ABSTRACT

while smart phones allow for more flexible and convenient business as well as personal operations, they are

susceptible of thefts. When a mobile device is in the thief’s hand, it cam compromise the data on the phone in

addition to the loss of the phone. To prevent mobile phone thefts, we designed an application for android

smart phones to retrieve the location and information of the thief through the smart phone’s in-built features.

Keywords: Serial Unique ID, GPS Network, SIM Change detection, Camera trap/Snapshots, Profile modes-

SMS Control.
I. INTRODUCTION

Smart phones are changing the way we live our lives
and have become a very important part of our day-to-
day lives. It changes the ways of communication using
phones. Its functionality isn’t just to call contacts but
includes storage of personal documents, contacts,
information etc of an end user. Due to the smart
phone’s attractive features and modernized usage,
people around the world likely tend to always have
their phone with them. If their device is missing or
stolen at any situation ,it means that their personal
information is going to be in wrong hands. In this
paper, we develop an android application through
which the thief, who steals any android mobile is
caught through installation of this application, and the
user can obtain the location through last SIM change.
This application uses the technology like SMS, GPS
through which the current location of the thief,
snapshots, SIM changed will be caught by the
application. It gives the exact details about the theft
and his/her last location and an SMS and email will e

sent to the registered email-ID and phone number.

I1. RELATED WORKS

CSFEIT184608 | Published — 08 May 2018 | May-June 2018 [ (4 ) 6 : 34-36 |

Standardization of Mobile phone positioning for 3G
systems :

Finding the location of the mobile phone is one of the
important features of the 3G mobile communication
system. Many valuable location based services can be
enabled by this new feature. Telecommunication
managers and engineers are often puzzled by location
terminologies and techniques as well as how to
implement them, since location systems are not
natural evolution from past generations of
telecommunication systems. In this paper, we discuss
briefly why locating mobile phone becomes a hot
topic and what technologies are being studied. We
then describe and clarify the latest standards issues
surrounding the positioning methods specified for 3G
systems. These include cell-ID-based, assisted GPS,
and TDOA based methods, such as OTDOA, E-OTD,
and A-FLT. There are three most commonly used
location technologies: standalone, satellite-based, and
terrestrial-radio-based [2]. As examples, a typical
standalone technology is dead reckoning; a typical
satellite-based technology is GPS; and a typical
the “C”

configuration of the Long Range Navigation (LORAN-

terrestrial radio-based technology is

C) system. For wireless E911, E112, and many other

applications, radio-based (satellite and terrestrial)
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technologies are most popular. Cellular networks are
terrestrial-based communications systems. It is natural
to utilize the signals of the network to determine the
mobile phone location or assist in location
determination. The AOA system determines the

mobile phone position based on triangulation.

Design of Location Areas for Cellular Mobile Radio
Networks :

In order to track the location of a mobile terminal in a
cellular mobile network, the radio coverage area of a
network is partitioned into clusters of Base Stations,
called Location Areas. As mobile terminals cross the
boundaries of Location Areas, a significant overhead
the

controlling signal network. The intent of this paper

location-updating traffic is injected into
was to solve the problem of designing Location Areas
for a given network such that the load of location-
update-signal traffic on the signal network is
minimized in the context that the intra-cluster
communication is less expensive than the inter-cluster
communications. In order to solve the problem, a two-
phase matrix-decomposition based recursive algorithm
is presented in the present paper. The proposed
algorithm partitions a cellular network into required
number of Location Areas in a hierarchical fashion,
and is capable of generating optimal or near optimal
solution in very short times. By considering a range of
network problems, it is demonstrated that the
proposed algorithm can be applied to solve large-scale

Location area design problems.

ITI. DESCRIPTION AND WORKING

Smart phone theft has been on the rise for a while,
and numerous measures including phone tracking and
kill

disincentives for thieves. More than 1 million smart

switches are floating around as possible
phones are stolen each year, and 34% of smart phone
owners still don’t turn on any security controls. It is

hard to determine the flow of stolen goods once they
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leave the owner’s hands, or the characteristics of the
thief.

Bringing up the security features of mobile phones is
one of the best things a manufacturer can provide for
its loyal customers. Not only is such a strategy to gain
more following, but also that could mean a proof of its
goodwill to the faithful ones.

Nowadays, suppose a person’s phone has been stolen,
we don’t have an optimum way to track it. So far, to
find the phone we will have to register a complaint in
the police station and even after that there’s no

guarantee of getting our phone back.

In this application, we concentrate on finding our lost
phone by its location and identify the thief in case the
phone is stolen. This can be achieved using SIM Serial
Unique ID which will be initially saved in the
database when the user first registers. Once the SIM is
changed, the application gets triggered and by the
help of GPS, it will get the current location of the
thief according to the latitudinal and longitudinal
lines and automatically capture snaps without the
notice of the thief and emails both the snaps and

location to the predefined email-id and number.

This will happen each time the thief uses the phone
and the thief will be totally unaware of this because
the application performs all these activities in the

background.

The advantages of our application is that there are
more possibilities of locating our lost device if it is
stolen. Most of the operation will happen in the
background so the thief will be unaware of this
operation. The major advantage of this application is
that profile modes can also be switched over with the
help of another mobile phone and no special

indication is required.

IV. CONCLUSIONS




This paper presents a novel Mobile-theft Detection
application for android based devices. The application
deploys a solution that meets users immediate and
long term requirements by providing the images and
location of the thief, which makes it easy for the user
to identify the thief and get him/her and arrested. We
are enhancing this application by providing the
information about the location of the android based
smart phone with the

help of text messages. With the advent of time,
technology is evolving every day. Our application will
further be developed and improved. Currently this
application is available for android based mobile
phones.
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An approach to Elliptical Curve Cryptography to implement

Multilevel Access Control in Defence
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ABSTRACT

Currently, mobile phones are not only used for formal communication but, also for sending and receiving
sensitive information. Sending a message is easy, quick and inexpensive. However, protecting the messages
from known attacks like man-in-the-middle attack, reply attack and non-repudiation attack is very difficult.
Government and Military Organization have also started using messaging for quick and fast actions. The
defence messaging system takes a message and forwards it to the intended recipients or parties based on the
message criteria for critical action. This system should provide security assistance and should be manageable
by Central Administration Authority. The primary goal of this research is to develop a Multilevel Access
Control for Defence Messaging System using Elliptical Curve Cryptography. The system developed is secure,
multisite and allows for Global communication using the inherent properties of Elliptical Curve
Cryptography It provides a greater security with less bit size and it is fast when compared to other schemes.
The implementation suggests that it is a secure system which occupies fewer bits and can be used for low
power devices.

Keywords: Defense messaging system, Elliptic Curve cryptography, Global communication, Secure system.

I. INTRODUCTION message level, class level and user level. The best
schemes for providing multilevel access control is to
In a multilevel access control system, users have allow the ancestor nodes to derive the keys of the
access to multiple data streams. Defence messaging descendent nodes by some manipulations. Our
System is developed to enable the top defence scheme uses Elliptic curve cryptography to enable
personnel to issue commands using messages to secure and efficient multilevel access control. The
guard the country against threats of terrorists, anti- scheme also supports full dynamics at both user level
socials and Intruders. To protect the content from and class level and permits any random access
dissemination to unauthorized entities the data hierarchies. The main advantage of ECC compared to
streams are encrypted and separate keys are other schemes is that it offers equal security with a
maintained for the purpose. As a multilevel access smaller key size and thus reduces processing
control system, the system developed has the overhead The rest of the paper is as follows.
following features: 1.Communication happens among
members of a class 2.Communications taking place
among lower classes will be relayed to higher class
users 3.Server sends messages to classes when

required 4.Authentication of receivers 5.Dynamics at

CSEIT184609 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 37-45 ] 37
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I1. METHODS AND MATERIAL

A. Overview of ECC Multi level Access Control
Protocol:

The goal of this paper is to propose a communication
and computation efficient key establishment
protocol for defence messaging system. For example,
in the Indian Military System the following
hierarchy exists. In such a type of system, messages
sent to a lower class should be known to the active
members of lower class and also to all active

members of the higher class.

Chief of army
Army commander
Lieutenant general

Major general
Brigadier

Colonel
Lieutenant colomel

Major

Captain

Lieutenant

Figure 1. Military hierarchy

It is not only essential to maintain the access control
but the data should be hidden as well. There are
many messages to be sent to different parties. The
server inserts new data streams according to the
classification. The messages are encrypted using ECC
according to the access allowed for each user and the

data is sent. Consider the following set of message.

Table 1. Example Showing Message classifications

Category of Data
Class Streams
Confi
d- Field |Terror |Climate
Messag | Message | Warnin
ential | es S g
Troops | x v x x
Air Wing | x X x
NSGS X x v x
Lieutenan
ts v v X X
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All the users of defence messaging system need to
register themselves and get authenticated by the
server. Only authenticated users are able to view the
the
unintelligible to people who don’t belong to that

message content as message remains

elliptic curve. Different Elliptic curves identify

different class of users.

CH OF
THE ELLIPTIC CURVE]

Figure 2. System Overview

B. The Proposed Scheme

The idea is to divide the user classes into several
classes according to their hierarchy, let each class
have its own subclass key shared by all members of
the subclass. Each subclass has subclass controller
node and a Gateway node, in which Subclass
controller node is the controller of subclass and a

Gateway node is controller of subclass controllers.

” MSG COMMANDO CLASS

AIRWINGS CLASS

UEUTAHANT

TROOPS CIASS
class

Figure 3. Members of class are divided into subclasses

For example, in Figure.3, all member nodes are
divided and all

subclasses are linked in a tree structure as shown

into number of subclasses

in Figure.4
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Figure 4. Subclasses link in a Tree Structure

The layout of the network is as shown in below

Figure.5.

Figure 5. Arrangement of classes

C. Algorithms and Design of ECC Multi level
Access Control Protocol:

Assume that there are totally N members in the
group Class Communication. After sub classing
process (Algorithm 1), there are S subclasses Mi,

Moa... Ms with ni, n2, ns members.

Algorithm 1. Multilevel Access Key Agreement

1. The Subclass Formation: The number of members
in each subclass is N/ S < 100.Where, N — is the class
size and S is the number of subclasses. Assuming that

each subclass has the same number of members.

2.The Contributory Key Agreement protocol is
implemented among the class members. It consists of
three stages.

a. To find the Subgroup Controller for each
subgroups

b. ECGDH protocol is used to generate one common
key for each subgroup headed by the subgroup

controller.
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c. Each subgroup gateway member contributes
partial keys to generate a one common backbone key
(i.e. Outer group Key (KG)) headed by the Outer
Group Controller using ECTGDH protocol.

(Sub  /Outer)
distributes the computed public key to all of its

3. Each Group Controller

members. Each member performs rekeying to

get the corresponding shared key..

A Regional key KR is used for communication
between a subgroup controller and the members in
the same region. The Regional key KR is rekeyed
every time whenever there is a membership change
event, sub group join / leave and member failure.
The Outer Group key KG is rekeyed whenever there
is a join/ leave gateway controllers and member
failure to preserve secrecy. The members within a
subgroup use Elliptic Curve Group Diffie-Hellman
(ECGDH). Each

member within a subgroup contributes his share in

Contributory Key Agreement

arriving at the subgroup key. Whenever membership
changes occur, the subgroup controller or previous

member initiates the rekeying operation.
Algorithm 2. Multilevel Access Control Using ECC
1. Member Join

When a

communication with the subgroup controller. After

new member joins, it initiates
initialization, the subgroup controller changes its
contribution and sends public key to this new
member. The new member receives the public key
and acts as a group controller by initiating the
rekeying operations for generating a new key for the
subgroup. The rekeying operation is as follows.

Join

request — Subgroup

New node Controller
change its contribution —,
Subgroup  and send public key to NewNod
Controller Acts e
as
New Node New Subgroup Controller

[ 39 L




puts its contribution to all the public
key value &
Multicast this

public key — the entire

New

Subgroup value to member in the

Controller subgroup

Each Member Ut is contribution to the public value

& Compute —New Subgroup Key

2. Member Leave:

a) When a Subgroup member Leaves

When a member leaves subgroup to which it belongs
the subgroup key must be changed to preserve the
forward secrecy. The leaving member informs the
The

changes its private key value, computes the public

subgroup controller. subgroup controller
value and broadcasts the public value to all the

remaining members. FEach member performs
rekeying by putting its contribution to public value
and computes the new Subgroup Key. The rekeying
operation is as follows.

Leaving Node Leaving Message — Subgroup

Controller

changes its private key
value, compute the public

key value and

Subgroup M ulticast the public — All the

Controlle key value to rem aining

r Performs Rekeyingand =~ M ember
Each Compute — New
Member Subgroup Key

b ) When Subgroup Controller Leaves:

When the subgroup Controller leaves, the subgroup
key used for communication among the subgroup
controllers needs to be changed. This Subgroup
Controller informs the previous Subgroup Controller

about its desire to leave the subgroup which initiates
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the rekeying procedure. The previous subgroup
controller now acts as a Subgroup controller. This
Subgroup controller changes its private contribution
value and computes all the public key values and
broadcasts to all the remaining members of the
group. All subgroup members perform the rekeying
operation and compute the new subgroup key. The

rekeying operation is as follows.

Leaving
Leaving Messag
Subgroup e — Old Subgroup
Controller Controller

change its private

value,compute the

all
public key
Old value and — Remaining
Subgroup Multicast Member in the
Controller group

Subgroup Member Perform Rekeying and Compute__, New

Subgroup Key

¢) When Outer Group Controller Leaves:

When an Outer group Controller leaves, the Outer
group key used for communication among the Outer
groups needs to be changed. This Outer group
Controller informs the previous Outer group
Controller about its desire to leave the Outer group
which initiates the rekeying procedure. The previous
Outer Group controller now becomes the New Outer
group controller. This Outer group controller
changes its private contribution value and computes
the public key value and broadcast to the entire
remaining member in the group. All Outer group
members perform the rekeying operation and
compute the new Outer group key. The rekeying

operation is as follows.

Leaving

Messag
Leaving Outer group € — Old Outer group
Controller Controller

TR




change its private

value,compute the

all
Old Outer public key value — Remaing
group and Multicast Member in the
Controller Outer group

Outer group Member Perform Rekeying and Compute__

New Outer group Key

d) When Gateway member leaves
When a gateway member leaves the subgroup, it
delegates the role of the gateway to the adjacent
member having high processing power, memory,
and Battery power and the adjacent member acts as a
new gateway member. Whenever the gateway
member leaves, all the two keys should be changed.
These are

i. Outer group key among the subgroups.

ii. Subgroup key within the subgroup.

In this case, the subgroup controller and outer group
controller perform the rekeying operation. Both the
Controllers leave the member and a new gateway
member is selected in the subgroup, performs
rekeying in the subgroup. After that, it joins in the
outer group. The procedure is same as member join

in the outer group

e) Communication Protocol:
The

communication

the
subgroup

members  within subgroup have

The

communication among the subgroup members takes

using

key.

place through the inner class controller.

1. Communication within the Subgroup:

The sender member encrypts the message with the
subgroup key (KR) and multicasts it to all members
in the subgroup. The subgroup members receive the
encrypted message, perform the decryption using the
subgroup key (KR) and get the original message. The

communication operation is as follows.

Source MemberEKR[Message} & Multicast D_vination Member
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Destination Member PKR[FKRMessagell — Qriginal

Message

2. Communication among the Subgroup:

The sender member encrypts the message with the
subgroup key (KR) and multicasts it to all members
in the subgroup. One of the members in the
subgroup acts as a gate way member. This gateway
member decrypts the message with subgroup key
and encrypts with the outer group key (KG) and
multicasts to the entire gateway member among the
subgroup. The destination gateway member first
decrypts the message with outer group key and then
encrypts with subgroup key multicasts it to all
members in the subgroup. Each member in the
subgroup receives the encrypted message and
performs the decryption using subgroup key and gets

the original message. In this way the region-based

group key agreement protocol performs the
communication. The communication operation is as
follows.

Source Member EK R [Message]&Multicast P —
Gateway Member

Gateway MemberPKR[EKR Message]] -
Original

#j Users joining the Troop class is shown below
The Troop UserlJoins

User Id: Troop Userl Private Key (nA) = 47568
Public key (A) = g* = (nA mod p) G = (47568 mod
241) G

91 G = (206,121)

Troop User2 Joins

User Id: TUser2 Private Key (nB) = 13525
Public key (B) = g"® = (nB mod p) G = (13525 mod
241) G=29 G = (29,139)

Finding the Group key after Troop userl and
Troop User2 joined the group

TroopUserl Calculates the Group key

a1 L




Tuser: will get g"® from TUser: i.e. (29,139)
yields 29 Shared key = grAB
1.((47568*29)mod 241) G
2. 229G

3.(155,115)

Troop User2 Calculates the Group key
TUser2 will get g4 from TUser: i.e. (206,121)
yields 91 Shared key = grAB

1. ((13525*91)mod 241) G

2229 G

2. (155,115)
Troop Users Joins the Group
User Id: TUser3 Private Key (nC) =82910
Public key (C) = g"¢ = (nC mod p) G = (82910 mod
241) G= 6 G =(125,152)

Finding the Group key after the Third Troop User
joined the Group

The new TUsers act as a Group controller.
TUsers computes gnérC , gnAnC

g™ = (206,121) yields 91

gAnC = (9182910 mod 241) G = 64 G = (147,97)
g"® = (29,139) yields 29

gnBnC = (2982910 mod 241) G = 174 G = (131,84)
Sends the g"®¢ Value to Tuser: and grA"¢ Value to
TUsera.

Finding the Group key after three users joined

the group
Tuserl Calculates the Group key

Tuser1 will get g from TUsers (GC) i.e.
(131,84) yields 174
Shared key = grAnBnC
=((47568"174)mod 241) G
=169 G

= (120,31)
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TUser2 Calculates the Group key
TUser2 will get g4»¢ from TUsers (GC) i.e. (147,97)
yields64.
Shared key = grAnBnC
=((13525*64)mod 241) G
=169 G

— (120,31)

TUser3 Calculates the

Group key g% i.e.

(155,115) yields 229 Shared

key = gnAnBnC
=((82910229)mod 241) G
=169 G

—(120,31)

User Leave from the Group

Let the TUser3 be leave. Then the user sends message
to all users that it is leaving. All the users remove the
leaving user from the user list. The group controller
changes its key value and computes the new group
key.

Group controller New Private Key = 43297.

The group controller recalculates the following
values:

grAnB= (155,115) yields 229. Sends the g8 Value to
TUserl, gn* Value to TUser2. Using the shares the

Group keys are calculated

8) Tree-based Group Diffie-Hellman Protocol

In the proposed protocol (Fig.8), Tree-based group
Diffie-Hellman (TGDH), a binary tree is used to
organize group members. The nodes are denoted as <
1, v >, where 0 <= v <= 2! — 1 since each level 1 hosts
at most 2! nodes. Each node < 1, v > is associated with
the key K<l,v> and the blinded key BK<lv> =
F(K<Lv>) where the function £ (.) is modular
exponentiation in prime order groups, that is, (k) =
of mod p (equivalent to the Diffie-Hellman protocol.
Assuming a leaf node < 1, v > hosts the member Mi,
the node < 1, v > has My’s session random key K<Lv>.

Furthermore, the member Mi at node < 1. v > knows

[ 1




every key in the key-path from <1, v>to <0, 0 >.

Every key K<I,v> is computed recursively as follows:

Figure 6. Key Tree

Kol v>K<] +1,2v>BK<] +1, 2v+ ] >modp
K] +1,2v +1>8K<] +], 2y >modp

K] +1,2v>E<] +1, 2v+ ] >modp

FE] 4], 2vK<] +1,2v+1>

It is not necessary for the blind key BK<l,v> of each
node to be reversible. Thus, simply use the x-
coordinate of K<Lv> as the blind key. The group
session key can be derived from K<0,0>. Each time
when there is member join/leave, the outer group
controller node calculates the group session key first
and then broadcasts the new blind keys to the entire
group and finally the remaining group members can

generate the group session key.

1. PM+KaSk = (160,203)
PM = (160,203) - KxSk = (160,203) -21
= 126-21=105G => (185,199)i

(2) PM+KaSk = (77,145)
PM = (77,145) - KaSk = (77,145) -21
= 135-21=114G =>(172,50) r
(3) PM+KaSk = (156,10)
= (156,10) -
PM = (156,10) - KaSx 21

= 122-21=101 G =>(1,182)e
a..Elliptic Curves used
Troops Class: y? =x3 -4 mod 211 at G( 2,2)
NSG Class: y? =x3 +8x -2 mod 337 at G( 0,311)

Lieutenants:y? =x® +7x +5 mod 563 at G( 1,442)
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AIR Wings:y? =x3 +5x -8 mod 823 at G( 3,597)

b .Example Message:

Sent....3:Leutanats: TerroristiInformation:440:400:487
:137:493:111:355:172:325:238:54:289:325:238:493:11
1:215:36
0:16:73:505:466:505:466:538:236:505:466:293:20:560
114

8:478:249:

III. RESULTS AND DISCUSSION

The system was developed in Java net beans and run

on a network. Some sample output screens are

shown in Figure 6 through Figure 10.

= Class Join [8[=1]3]
Class Join
Enter the Class Name: Troops
Select the Services You Need:
Confidential
] FieldMessage
Terroristinformation
ClimateCondition
Join
Figure 7. Class Join
1B User Join @@E]
User Join
Enter the User Name: TR3
Enter the Password: ~ jeseses
Reenter the Password ~ |essene
Enter the Class you want to join: Troops v
(Select the Class
(Troops.
Join INSGS
lLeutanats

Figure 7: User Join
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User Join

.......................

uuuuu

Figure 8. Troop User receives message

User Join

Figure 9: Air wing User receives message

[ EEE) =]

User Join

Message Area

e [ 20 troops ouepns - Mcro.

sty W

Figure 10: Message gets decrypted
IV. CONCLUSION

We have implemented a Defence Messaging System
which is based on Multilevel Access Control Model
cryptography. We
successfully implemented by selecting different

using Elliptic curve have

elliptic curves. A single elliptic curve can be used
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and by changing the generator points we can
perform different encryption. The forward and
backward secrecy is maintained here. As future
implementation, agent based methods can be studied.
Thus the members in a particular class are able to

receive the messages securely.
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ABSTRACT

Resources play a vital role in human life and in achieving desired economic growth. The entire fabric of
developmental goals is webbed around a successful energy strategy. One of the major problem that prevails is
depletion of the resources. Even though renewable resources can be replenished in a short period of time, it
cannot be taken for granted. Henceforth resourceconservation promises to fill the gap between supply and
demand.
Presently there is no exact way to track the daily consumption of our basic resources .
This project aims at tracking the usage of resources like water, electricity and LPG by individual houses on a
per day basis.Sensed data is stored in the cloud.Along with this, user through a smartphone application will
be alerted about the amount of resources they consume. It creates awareness among the users about the
resource consumption by which each individual can plan and minimize resource utilization. Resource
consumption of a locality can be kept in track which can be viewed by higher authority. This way of tracking
resources and alerting users will lead to awareness about resource utilization and leads to global resource
conservation.

I. INTRODUCTION Things (IoT) promises a great future for the internet

where the type of communication is machine-

INTERNET OF THINGS(1OT):

The Internet of Things (IoT) is a system of
interrelated computing devices, mechanical and
digital machines, objects, animals or people that are
provided with unique identifiers and the ability to
transfer data over a network without requiring
human-to-human or human-to-computer interaction.
Internet, a revolutionary invention, is always
transforming into some new kind of hardware and

software making it unavoidable for anyone.

The form of communication that we see now is either

human-human or human-device, but the Internet of

CSEIT184610 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 46-50 ]

machine (M2M).
The basic idea of IoT is to allow autonomous
exchange of useful information between invisibly
embedded different uniquely identifiable real world
devices around us, fueled by the leading technologies
like Radio-Frequency Identification (RFID) and
Wireless Sensor Networks (WSNs) [2] which are
sensed by the sensor devices and further processed for
decision making, on the basis of which an automated

action is performed [1].
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IoT projects are under way that promise to improve
distribution of the world’s resources to those who
need them most and help us understand our planet so

we can be more proactive and less reactive.

)
ZigBee"
» »
[ ﬂ:‘a—‘iis ] GATEWAY [ GATEVWAY ]
; ot
/'/ | MESSAGE DISPATCHER lOT \
o~ SERVER ™\
II> CONFILG“‘:‘.:?ATGR — DAaTA - *-7.
\ECURE ACCESS MAMAGER| i ] //
- (& ] - /
USER INTERFACE j
\ — _/
— 3(\ !
THIRD PART
SOFTWARE
Figure 1

II. PROBLEM STATEMENT

The per capita consumption in any country is an
index of the standard of living of the people in that
country. Energy demand has been rapidly increasing
with raising standard of living of people. Nowadays,
we are overusing the natural resources of the planet.
Being aware of exhausting resources people are
unable to utilize the resources efficiently because
there is no measure to track it. The problem is also
getting worse as population and consumption keep

growing faster than technology.

The focus of our project is to track daily usage of
power, water and LPG and alerting the user about his
usage. The sensors used track the consumption and
alert the user. All that the consumer require is a
smartphone application that provides him the
notification. Data of the resource consumption of a
locality is also available to the administrator who can
view the requirement and consumption of a locality.
The higher authority or municipal procures the usage
information of the locality which helps to obtain the

statistical data.

The consumer who obtains his usage information can
plan his usage according to his budget. Only the
resources that are required will be used which to an

extent reduces wastage [4] of resources.
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III. EXISTING SYSTEM

The resources we obtain are being used without any
proper planning which is leading to a huge wastage.
In fact, the world’s demand for power is rising faster
than the demand can be met. Consequently,
industries, homes, and businesses are already taking
power saving measures to save money and to become
more environmentally friendly. Power saving
techniques seems to have a small impact to each
individual, but as the price and demand for resources
[5] rises, the collective power saving actions of
everyone will make a significant difference. Water is
an essential resource for all life on the planet. Due to
the small percentage of water remaining, optimizing
the fresh water we have left from natural resources
has been a continuous difficulty in several locations
worldwide. In the existing situation, in some parts of
the country there is no system to measure water
consumption. In contrast, in the metropolitan cities
the water usage is billed on a monthly basis. In other
cities of the country water bill is not based on the
consumption rate instead it is to be paid on a yearly

basis.

The next mostly used resource is LPG. Cylinders are
supplied on a monthly basis and are refilled every
month. The consumers are wunable to track
consumption which many times lead to shortage of
cylinders. In all above scenarios there is no way to
determine the per day usage of the resources. And
there is no proper method to determine the actual

requirement of the resources for a single person.

This per day usage data that will be provided by
implementation of this project provides the consumer
and the administrator of a locality knowledge about
the resources being consumed. It also provides us the
responsibility to utilize only the amount of resources

we actually require and reduce unnecessary wastage.
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IV.METHODS AND MATERIALS

1. SENSORS USED

G % water flow sensor

Water flow sensor consists of a plastic valve body, a
water rotor, and a hall-effect sensor. When water
flows through the rotor, rotor rolls. Its speed changes
with different rate of flow. The hall-effect sensor
outputs the corresponding pulse Signal. The working
voltage is 5v-24v.The maximum current that can flow
through is 15mA (DC 5v).The external diameter of
this flow sensor is 20mm and its weight is 43g.It can

be stored in the temperature range of 25°C~+80°C.

Figure 2. G 1/2 Water Flow sensor

DIP Air Pressure Sensor (DIP-6, 0-40KPa):

DIP Air Pressure Sensor is used to sense the LPG
pressure from which its consumption can be
calculated. The specifications are as follows:
Measuring medium: Air

: 0-40kPa

Operating temperature: -40 °C ™ + 125 °C

Measuring range

Storage temperature: -40 °C ™ + 150 °C

The figure is as shown below:

Figure 3. DIP Air Pressure Sensor (DIP-6, 0-40KPa)

Energy meter:
The meter which is used for measuring the energy

utilises by the electric load is known as the energy
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meter. The energy is the total power consumed and
utilized by a load at a particular interval of time. It is
used in domestic and industrial Ac circuit for
measuring the

Power consumption.

Figure 4. Energy Meter

Energy meters measure the rapid voltage and

currents, calculate their product and give
instantaneous power. Electricity meters are typically
calibrated in billing units, the most common one
being the kilowatt hour. Periodic readings of electric
meters establishes billing cycles and energy used

during a cycle.

2. HARDWARE

RENESAS MICROCONTROLLER BOARD

Renesas microcontroller surpasses its predecessor i.e.
8051 family of microcontrollers, with various in-
built features as mentioned below:

v" Renesas is a 16-bit microcontroller.

v" Minimum instruction time can be changed
from ultra-low speed (30.5us) to high speed
(0.03125us).

v" 16 to 512KB of ROM and 2 to 32KB of RAM
are available depending upon the series and
number of pins.

v" On-chip high-speed (32 MHz to 1 MHz) as
well a low-speed (15 KHz) oscillator is present.

v" 10-bit resolution A/D converter (6 to 26
channels depending upon the series) is present.

v" Totally 3 UART for Serial Interface is available.

v' Totally 0-7 channels for timer is available.
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+5Volt Ssupply pins

LCD,BASE

Figure 5. 64 pin Renesas Microcontroller board

GSM (Global System for Mobile communications) :

GSM is an open, digital cellular technology used for
transmitting mobile voice and data services. GSM
supports voice calls and data transfer speeds of up to
9.6 kbps, together with the transmission of SMS
(Short Message Service). GSM is a cellular network,
which means that cell phones connect to it by
searching for cells in the immediate vicinity. GSM
was intended to be a secure wireless system. It has
considered the user authentication using a pre-

shared key and challenge-response.

Figure 6. Global system for mobile communication
(GSM)

GENERAL PACKET RADIO SERVICES (GPRS)
General Packet Radio Services (GPRS) is a packet-
based wireless communication service that promises
data rates from 56 up to 114 Kbps and continuous
connection to the Internet for mobile phone and
computer users.

In order to set up a GPRS connection for wireless
modem, a user must specify an APN, optionally a
user name and password, and very rarely an IP

address provided by the network operator.
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LIQUID CRYSTAL DISPLAY

The liquid-crystal display has the distinct advantage
of having a low power consumption than the LED. It
is typically of the order of microwatts for the display
in comparison to some order of milliwatts for LEDs.
Low power consumption requirement has made it
compatible with MOS integrated logic circuit. Its

other advantages are its low cost, and good contrast.

Basic structure of an LCD A liquid crystal cell
consists of a thin layer (about 10 u m) of a liquid
crystal sandwiched between two glass sheets with

transparent electrodes deposited on their inside faces.

3. SOFTWARE

The Integrated Development Environment (IDE),
Cube Suite is used to generate the embedded code for
the hardware mentioned. It offers the ultimate in
simplicity, usability, and security for the repetitive

editing, building and debugging of codes.

CubeSuite+ bundles all the basic software necessary
for Renesas MCU software development in one
convenient package, ready to use immediately after
initial installation. CubeSuite+ is also compatible
with Renesas hardware tools, such as on-chip
facilitating advanced

debugging emulator El,

debugging.
V. RESULTS AND DISCUSSION

METERING AND ALERTING SYSTEM FOR
RESOURCE CONSUMPTION

This project aims at monitoring one’s energy
consumption and warns consumer if he/she is
expected to increase beyond him/her pre-fixed
energy units. This monitoring is done on a regular
basis, so that if consumer is at the brink of exceeding
his/her specified consumption limits, they will be
warned. This is implemented using WSN technology,
In WSNsensors are equipped with wireless interfaces
with which they can communicate with one another
to form a network. It has sensor nodes working

together to monitor a region to obtain data about the
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environment. According to David Culler, Estrin and
Mani Srivastava WSNs offer an alternative approach:
performing Local processing at each device and

transporting the data continuously to master node

[2].

By fixing one’s consumption below a fixed slab rate
category and continuously checking that the
consumption has not exceeded this limit for a time
lapse, we can cut down the consumer’s bill as well as
the load on the system, if we succeed in limiting the
consumption below the slab rate. This project
constantly alerts consumer if their consumption has
reached beyond the preplanned units on a regular
basis [6], so that the consumer is aware of his
and controls  his

consumption voluntarily

consumption.

| GSM | LCD

MICROCONTROLLER|
W e BuL

7 Android

AIR App
PRESSURE | ENERGY METER |

Figure 7. Representation of metering system

In this project we use respective sensors to measure
the amount of usage of water, electricity and LPG in
home. Electric meter can be configured to measure
load [7].This

information is stored in the database [3]. Whenever

electricity consumption of a
the consumption will exceed the threshold, the user
will be notified the amount of usage in that time
span. This application is not only for common people
but also for the higher authorities. The user and
admin have their respective accounts. The user can
only view his/her usage and the admin can view

usage on locality basis.

VI. CONCLUSION

The

awareness of daily usage by which we can use the

implementation of this project provides

resources effectively. The penalty is imposed for
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aggrandize usage of resources. By this people will be

conscious about the resource usage.

Energy conservation is the only route that can get
better mileage out of the available resources. These
problems can be tackled with the implementation of
this project by measuring and alerting the users.
Since the usage of the resources is kept track of and
monitored to ensure the safety of the future
generation.
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ABSTRACT

Recent wireless sensor networks (WSNs) are becoming increasingly complex with the growing network scale
and the dynamic nature of wireless communications. Many measurement and diagnostic approaches depend
on per-packet routing paths for accurate and fine-grained analysis of the complex network behaviors. The
basic idea of iPath is to exploit high path similarity to iteratively infer long paths from short ones. A novel
path inference approach to reconstructing the routing path for each received packet. IPath exploits the path
similarity and uses the iterative boosting algorithm to reconstruct the routing path effectively.

Keywords: Measurement, path reconstruction, wireless sensor networks.

I. INTRODUCTION

A. Aim and objectives:

A novel path inference approach to reconstructing v" To reconstruct path the per-packet routing
the per-packet routing paths in dynamic and large- path in dynamic and large scale networks on
scale networks. The basic idea of iPath is to exploit the sink side.

high path similarity to iteratively infer long paths v" Reconstruct the routing path effectively.

from short ones. iPath starts with an initial known v" Analyze performance of iPath and evaluate the
set of paths and performs path inference iteratively. performance using simulation.

IPath includes a novel design of a lightweight hash
function for verification of the inferred paths. In II. ARCHITECTURE
order to further improve the inference capability as
well as the execution efficiency, iPath includes a fast
bootstrapping algorithm to reconstruct the initial set
of paths. We also implement iPath and evaluate its
performance using traces from large-scale WSN
deployments as well as extensive simulations. Results
show that iPath achieves much higher
reconstruction ratios under different network
settings compared to other state-of-the-art

approaches.

Figure 1. Wireless Sensor Network
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A. Methodology:

Network Model: In the first module, we design the
Network Model Module. We assume a multi-hop
WSN with a number of sensor nodes.

v" Each node generates and forwards data packets
to a single sink. In multi-sink scenarios, there
exist multiple routing topologies.

v The path reconstruction can be accomplished
separately based on the packets collected at
each sink. In each packet , there are several
data fields related to iPath.

v" The first two hops of the routing path, origin
and parent. Including the parent information
in each packet is common best practice in
many real applications for different purposes
like network topology generation or passive
neighbor discovery.

v The path length. It is included in the packet
header in many protocols like CTP. With the
path length, iPath is able to filter out many

irrelevant packets during the iterative boosting.

Iterative Boosting: iPath reconstructs unknown long
paths from known short paths iteratively. By
comparing the recorded hash value and the
calculated hash value, the sink can verify whether a
long path and a short path share the same path after
the short path's original node.

v" When the sink finds a match, the long path
can be reconstructed by combining its
original node and the short path.

v' There are two procedures, the Irerative-

the

procedure. The [lterative-Boosting procedure

Boosting procedure and Recover
includes the main logic of the algorithm that
tries to reconstruct as many as possible
packets iteratively.

v The input is an initial set of packets whose
paths have been reconstructed and a set of
other packets. During each iteration, is a set
of newly reconstructed packet paths. The
algorithm tries to use each packet in to
reconstruct The

each packet's path.
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procedure ends when no new paths can be
reconstructed.

v The Recover procedure tries to reconstruct a
long path with the help of a short path. Based
on the high path similarity observation, the
following cases describe how to reconstruct a

long path.

PSP- Hashing: The PSPHashing (i.e., path similarity
preserving) plays a key role to make the sink be able
to verify whether a short path is similar with another
long path.

v" The hash function should be lightweight and
efficient enough since it needs to be run on
resource-constrained sensor nodes.

v" The hash function should be order-sensitive.
That is, hash(A, B) and hash(B, A) should not
be the same.

v The
sufficiently

should be
the

collision  probability

low to  increase
reconstruction accuracy.

v' Traditional hash functions like SHA-1 are
order-sensitive. However, they are not

desirable due to their high computational

and memory overhead. We propose PSP-

Hashing, a lightweight path similarity

preserving hash function to hash the routing

path of each packet.

The

algorithm reconstructs the routing path of a packet

Performance Analysis: fast bootstrapping
hop by hop. When the sink reconstructs the path of
a packet to a forwarder, it can reconstruct the next-

hop only when the packet is in one of stable periods.

The probability of a successful reconstruction by
multiplying the probabilities there exists at least
one shorter helper path at several hops.

III. CONCLUSIONS

a novel path inference approach to reconstructing
the routing path for each received packet. iPath

exploits the path similarity and uses the iterative
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boosting algorithm to reconstruct the routing path
effectively. Furthermore, the fast bootstrapping
algorithm provides an initial set of paths for the
iterative  algorithm. Formally analyze the
reconstruction performance of iPath as well as two
related approaches. The analysis results show that
iPath achieves higher reconstruction ratio when the
network setting varies. iPath implement and evaluate
its performance by a trace-driven study and
extensive simulations. Compared to states of the art,
iPath achieves much higher reconstruction ratio

under different network settings.
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ABSTRACT

Chronic kidney disease is a global health issue and area of concern, associated with an increased risk of cardio

vascular diseases and chronic renal failure[1]. It is a symptom where kidney fails to filter toxic wastes from

the body, which results in decomposition of wastes in human body and leads to dangerous results. The two

main causes of this disease are diabetes and high blood pressure, which are responsible for up to two-third of

cause[5]. The healthcare sector has huge medical data but the main difficulty is how to cultivate the existing

information into useful practices[3]. To unfold this hurdle the concept of data mining is best suited. The main

objective of this paper is to use data mining technique such as random forest, RBF, K-means clustering and

Naive Bayes for the prediction of chronic kidney disease and to summarize the efficiency of Naive Bayes

method by generating suitable results.

Keywords: Data mining, Classification, Chronic Kidney disease, Random forest, RBF, K-means clustering.

I. INTRODUCTION

Data mining is a practice of examining large pre-

existing databases in order to generate new
information[10]. Data mining is gaining popularity in
disparate research fields due to its application and
approaches to mine the data in an appropriate
manner which improves prediction and reduces
cost[9]. Hence we are using this technique to predict

chronic kidney disease.

Chronic kidney disease which is also called as renal

failure is slow continuous loss of kidneys

functionality over a time of several years[1]. CKD has
The

disease comprises circumstances that harm kidney

become a major public health problem|2].

and reduce its ability to keep us healthy[5].
The National Kidney foundation determines the
different stages of chronic kidney disease based on

the presence of kidney damage and glomerular
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filtration rate (GFR), which measures a level of
kidney function prediction beginning with the
identification of symptoms in patients and then
identifying patients who are suffering from CKD
among huge patient’s record[5]. Thus, the prime
objective of this paper is to organize the data from
CKD dataset using classification techniques to

predict class accurately in each case.
II. METHODOLOGY

Data Mining is one of the most significant stages of
the Knowledge Data Discovery process[15]. The
process involves data collection from various sources
with preprocessing of the chosen data. The data is
then transformed into suitable format for further
processing. Various data Mining technique are
applied on the data to extract valuable information
and evaluation is done at the end[15]. Some of the

techniques are discussed below:
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1.Random forest Algorithm

The random forests algorithm for prediction or

classification task can be explained as follows:

i. Using original samples data draw n tree

bootstrap.

ii. For each of the bootstrap sample, produce an

unpruned classification tree, by following
modification:
At each node, instead of choosing the best split
among all predictors, arbitrarily sample m try of
the predictors and select the best split among
those variables.

iii. Predict new data by aggregating the predictions

of the ntree trees using majority votes for

classification.

An estimation of the error rate can be found, based

on the training data, by the following steps:

i. At every bootstrap iteration, predict the data not
in the bootstrap sample (what Breiman calls
“out-of bag”, or OOB, data) by considering the
tree developed with the bootstrap sample.

ii. Cumulate the OOB predictions. (On the average,
every data point would be out-of-bag around
36% of the times, so cumulate these predictions.)
Calculate the error rate, and call it the OOB

estimate of error rate

2. K-Means Algorithm

In K-Means choose k cluster centers in the input
space. Mark each training point as “captured” by the
cluster to which it is closest. Move each cluster
center to the mean of the points it captured. Repeat

until convergence[18].

The k-Means clustering algorithm picks up the
number of k centres randomly assigning the data
points {x"p} to k subsets. It then uses a simple re-
estimation procedure to end up with a partition of
the data points into k disjoint sub-sets or clusters §;
containing Nj data points that minimizes the sum

squared clustering function[18].
k

J=2 T pwl[*2
J=1 pEsj

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

Where, pj is the mean/centroid of the data points in
set S given by
W-LNj 3 x%p
pEs

It does that by iteratively finding the nearest mean pj
to each data point x"P reassigning the data points to
the associated clusters S, and then recomputing the
cluster means .

The clustering process terminates when no more
data point switch from one cluster to  another.
Multiple runs can be carried out to find the local

minimum with lowest /.

3. RBF Algorithm
The Radial basis function network is an artificial
neural network that uses radial basis function as
Radial

including

activation functions[6]. basis function

network have many uses system
control classification.In the following we will assume
that the choice of the radial basis function e(z) has
already been made[13]. In order to have already been
made in order to find the minimum of the cost
function a learning algorithms must accomplish the
following steps:

i. Select a search space (i.e. a subset of the

parameter space);

ii. Select a starting point in the space
(initialization);
iii. Search for the minimum(refining).

An RBFN is completely specified by choosing the
following parameters:
i.  The number n of radial basis functions;
. The centres ci and the distances k : ki, i.e. the
matrixes Qi (i=1...n);
iii.  The weights wi.
The number n of radial functions is a critical choice
and depending on the approach can be made prior or
both the

dimensions of the parameter space and consequently,

determined incrementally. In fact,

the size of the family of approximations depend on

the value of n.
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4. Naive Bayes Algorithm

While looking for a way to classify short texts into
several categories a simple but probably efficient
method seems to be “Naive Bayes”. An advantage of
naive bayes is that it only requires a small number of
training data to estimate the parameters necessary for
classification[5]. This classifier is based on the Bayes
rule of conditional probability. It makes use of the
data, and analyses them individually as they are
independent of all the attributes contained. This
section introduces some of the basic facts about

learning process:

A. Data Set

Total 400 instances of the dataset is used for the
training to prediction algorithms, out of which 250
has label chronic kidney disease (CKD) and 150 has
label non chronic kidney disease (NCKD). The
clinical data of 400 records considered for analysis
has been taken from UCI Machine Learning
Repository. It has 25 attributes, 11 numeric and 14

nominal.

The below are the steps involved in this algorithm
Step 1: Scan the dataset
Step 2: Calculate the probability
Step 3: Apply the formulae
P=(n_c + mp)/(n+m)
Where:
e 1 =the number of training examples v = vj
* 1n_c = number of examples for which v = vj
and a = ai
* p=a prior estimate for P.
¢ m =the equivalent sample size
Step 4: Multiply the probabilities by p.
Step 5: Compare the values and classify the
attribute values to one of the predefined set of

class.

The above steps describes the working of the naive

bayes used to predict chronic kidney disease.

Although it’s relatively simple idea, Navie Bayes can

often outperform other more sophisticated
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algorithms and is extremely useful in common
applications like spam detection and document

classification.

III. RESULTS AND ANALYSIS

The experimental comparison of Naive Bayes and RF
are done based on the performance vectors. It is
statistical performance evaluation of classification
tasks and contains list of performance criteria values.
Kappa statistic measures interrater eliability
JInterrater reliability or precision happens when
your data raters give the same score to the same data
item.
The Kappa statistic differ from 0 to 1,where

e (O=agreement equivalent to chance.

e 0.1-0.20=slight agreement.

e 0.21-0.40=fair agreement.

e 0.41-0.60=moderate agreement.

e (.61-0.80=substantial agreement.

e 0.81-0.99=near perfect agreement.

e Il=perfect agreement.

A. Performance Analysis ( Naive Bayes vs RF)
Performance Vector:

Accuracy: 100.00%

Classification_error: 0.00%

Kappa: 1.000

Confusion Matrix:

Weighted_mean_recall: 100.00%, weights: 1, 1
Spearman_rho: 1.000

Kendall tau: 1.000

Absolute_error: 0.000 +/- 0.000
Relative_error: 0.00% +/- 0.00%
Relative_error_lenient: 0.00% +/- 0.00%
0.00% +/- 0.00%
Normalized_absolute_error: 0.000

Relative_error_strict:
Root_mean_squared_error: 0.000 +/- 0.000
Root_relative_squared_error: 0.000

0.000 +/- 0.000

Figure 1. Performance Vector for Naive Bayes

Squared_error:
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Figure 1. shows performance vector containing list of
performance criteria values. Accuracy refers to
number of correct predictions or how precise the
dataset is being classified. Kappa takes into account
the correct predictions occurring by chance. It gives
a quantitative measure of the magnitude of
agreement between observers. It lies in the range -1
to 1, where 1 is perfect agreement, 0 is chance
agreement, and negative values indicate agreement
less than chance i.e

disagreement between observers. The accuracy of
Naive Bayes obtained is 100% and kappa value is 1

which indicates perfect agreement.

Performance Vector:
Accuracy: 87.3%

Kappa: 0.746
Spearman_rho: 0.542
Kendall_tau: 0.542

Absolute_error: 0.246 +/- 0.388
Relative_error: 24.63% +/- 38.75%
Relative_error_lenient: 24.63% +/- 38.75%
Relative_error_strict: 646.39% +/- 1,799.03%
Normalized_absolute_error: 0.493
Root_mean_squared_error: 0.459 +/- 0.000
Root_relative_squared_error: 0.918
Squared_error: 0.211 +/- 0.363

Figure 2. Performance Vector for RF

Figure 2 shows performance of RF with accuracy
obtained as 87.3% and kappa value as 0.746 showing

substantial agreement range.
IV.CONCLUSION

The experimental results of our proposed method
have demonstrated that Naive Bayes has produced
superior prediction performance in terms of
classification accuracy for our considered dataset. As
enhancement to the work done, further analyses can
be carried to predict the current state of CKD using

algorithms such as C4.5.
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ABSTRACT

In cloud computing where a data providers deploy his/her encrypted data to the cloud service providers using
an attribute based encryption(ABE), and shares data with the users or client with a specific attribute or
credentials. But the ABE does not support the secure deduplication, which leads to critical for eliminating the
same data in order to save the storage space and network bandwidth. In this paper we proposed an attribute
based storage system with a assured deduplicaton in a hybrid cloud, in this the public cloud manages the
storage system, where the private cloud is responsible for duplicate detection. Compare with existing system
this system has two advantages. Firstly, rather then sharing the decryption keys, it uses specific access policies
to confidentially share data with users. Secondly it access data confidentiality by using standard notation of
semantic security, whereas existing system only achieved by using weak security notations, In addition, we

put forth a methodology to change a ciphertext over one access policy into ciphertexts of the same plaintext

but under other access policies without disclose the underlying plaintext

Keywords: ABE, Storage, Encryptions, ciphertext, plaintext.

I. INTRODUCTION

Cloud computing extremely facilitates data providers
who want to deploy their data to the cloud without
disclosing their sensitive data to external parties and
would like users with certain credentials to be able
to access the data. This requires data to be stored in
encrypted forms with access control policies such
that no one except users with attributes [1],[2],[3] (or
credentials) of specific forms can decrypt the
encrypted data. An encryption technique that meets
this requirement is called attribute-based encryption
(ABE)[4]. where a user’s private key is associated
with an attribute set, a message is encrypted under
an access policy (or access structure) over a set of
attributes, and a user can decrypt a ciphertext with

his/her private key if his/her set of attributes satisfies

CSEIT184613 | Published — 08 May 2018 | May-June 2018 [ (4 ) 6 : 59-64 |

the access policy associated with this ciphertext.
However, the standard ABE system fails to achieve
secure deduplication [5], which is a technique to save
storage space and network bandwidth by eliminating
redundant copies of the encrypted data stored in the
cloud. On the other hand, to the best of our
knowledge, existing constructions [6] for secure
deduplication are not built on attribute-based
encryption. Nevertheless, since ABE and secure
deduplication have been widely applied in cloud
computing, it would be desirable to design a cloud

storage system possessing both properties.

We consider the following framework in the design

of an attribute storage system supporting

deduplication of data in cloud ,in this the cloud

doesn’t store a file or data more then once even
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though it receives the multiple copies of same data
which is encrypted using different access policies. A
data provider, Ali, intends to upload a file X to the
cloud, and share X with users having certain
credentials. In order to do so, Ali encrypts X under
an access policy P over a set of attributes, and
uploads the corresponding ciphertext to the cloud,
such that only users whose sets of attributes
the

ciphertext. Later, another data provider, Arun,

satisfying the access policy can decrypt
uploads a ciphertext for the same underlying file X
but credit to a different access policy PO. Since the
file is uploaded in an encrypted form, the cloud is
not able to discern that the plaintext corresponding
the

corresponding to Ali’s, and will store X twice.

to Arun’s ciphertext is same as that
Obviously, such duplicated storage wastes storage
space and communication bandwidth. To solve this
problem we present an attribute storage system
which ciphertext-policy
encryption(CP-ABE)

deduplication.

enroll attribute-based

and comforts assure

II. RELATED WORKS

Cloud

directions:

State-of-the-art and future
K. R. Choo, M.
HermanCloud log forensics (CLF) mitigates the

forensics:

According to

investigation process by identifying the malicious
behavior of attackers through profound cloud log
analysis. However, the accessibility attributes of
cloud logs obstruct accomplishment of the goal to
investigate cloud logs for various susceptibilities.
Accessibility involves the issues of cloud log access,
selection of proper cloud log file, cloud log data
integrity, and trustworthiness of cloud logs.
Therefore, forensic investigators of cloud log files are
dependent on cloud service providers (CSPs) to get
access of different cloud logs. Accessing cloud logs
from outside the cloud without depending on the
CSP is a challenging research area, whereas the
increase in cloud attacks has increased the need for
CLF to investigate the malicious activities of

attackers. This paper reviews the state of the art of

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

CLF and highlights different challenges and issues
involved in investigating cloud log data. The logging
mode, the importance of CLF, and cloud log-as-a-
service are introduced. Moreover, case studies related
to CLF are explained to highlight the practical
implementation of cloud log investigation for
analyzing malicious behaviors. The CLF security
requirements, vulnerability points, and challenges
identified to tolerate different cloud
We identify and

challenges and futuredirections tohighlight open

are
logsusceptibilities. introduce
research areas of CLF for motivating investigators,

academicians, and researchers to investigate them.

data
remnants:According to Quick and K. R. ChooCloud

Google drive: Foremsic analysis of
storage is an emerging challenge to digital forensic
examiners. The services are increasingly used by
consumers, business, and government, and can
potentially store large amounts of data. The retrieval
of digital evidence from cloud storage services
(particularly from offshore providers) can be a
challenge in a digital forensic investigation, due to
virtualization, lack of knowledge on location of
digital evidence, privacy issues, and legal or
jurisdictional boundaries. Google Drive is a popular
service, providing users a cost-effective, and in some
cases free, ability to access, store, collaborate, and
disseminate data. Using Google Drive as a case study,
artifacts were identified that are likely to remain
after the use of cloud storage, in the context of the
experiments, on a computer hard drive and Apple
iPhone3G, and the potential access point(s) for

digital forensics examiners to secure evidence.

Fuzzy identity-based encryption: According to A.
Sahai and B. Waters

We
Encryption (IBE)

introduce a new type of Identity-Based
scheme that we call Fuzzy
Identity-Based Encryption. In Fuzzy IBE we view an
identity as set of descriptive attributes. A Fuzzy IBE
scheme allows for a private key for an identity, , to
decrypt a ciphertext encrypted with an identity, @ ',

if and only if the identities @ and @ ' are close to
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each other as measured by the “set overlap” distance
metric. A Fuzzy IBE scheme can be applied to enable
encryption using biometric inputs as identities; the
error-tolerance property of a Fuzzy IBE scheme is
precisely what allows for the use of biometric
identities, which inherently will have some noise
each time they are sampled. Additionally, we show
that Fuzzy-IBE can be used for a type of application
that we term “attribute-based encryption”.In this
paper we present two constructions of Fuzzy IBE
schemes. Our constructions can be viewed as an
Identity-Based Encryption of a message under
several attributes that compose a (fuzzy) identity.
Our IBE schemes are both error-tolerant and secure
against collusion attacks. Additionally, our basic
construction does not use random oracles. We prove
the security of our schemes under the Selective-ID

security model.

Avoiding the disk bottleneck in the data domain

segments and may be forced to access an on-disk
index for every input segment. This paper describes
three techniques employed in the production Data
Domain deduplication file system to relieve the disk
include: (1) the

a compact in-memory data

bottleneck. These techniques
Summary Vector,
structure for identifying new segments; (2) Stream-
Informed Segment Layout, a data layout method to
improve on-disk locality for sequentially accessed
segments; and (3) Locality Preserved Caching, which
maintains the locality of the fingerprints of duplicate
segments to achieve high cache hit ratios. Together,
they can remove 99% of the disk accesses for
These

techniques enable a modern two-socket dual-core

deduplication of real world workloads.

system to run at 90% CPU utilization with only one
shelf of 15 disks and achieve 100 MB/sec forsingle-
streamthroughput and 210 MB/sec for multi-stream
throughput.

Message-locked encryption and secure deduplication:

According to M. Bellare, S. KeelveedhiWe formalize
a new cryptographic primitive that we call Message-
Locked Encryption (MLE), where the key under
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which encryption and decryption are performed is
itself derived from the message. MLE provides a way
to achieve secure deduplication (space-efficient
secure outsourced storage), a goal currently targeted
by numerous cloud storage providers. We provide
definitions both for privacy and for a form of
integrity that we call tag consistency. Based on this
foundation, we make both practical and theoretical
contributions. On the practical side, we provide
ROM security analyses of a natural family of MLE
schemes that includes deployed schemes. On the
theoretical side the challenge is standard model
solutions, and we make connections with
deterministic encryption, hash functions secure on
the

schemes

correlated inputs and sample-then-extract

paradigm to deliver under different
assumptions and for different classes of message
sources. Our work shows that MLE is a primitive of

both practical and theoretical interest.

III. PROPOSED SYSTEM

In this paper, we present an attribute-based storage
system which employs ciphertext-policy attribute-
based encryption (CP-ABE) and supports secure
deduplication. Our main contributions can be
summarized as follows.

v" Firstly, by using hybrid cloud architecture, the
system is first to achieve the standard notation
of semantic security for data privacy in
attribute based deduplication.

v Secondly, we modified a cipher text over one
access policy into ciphertexts of same plain text
but by using some other access policies without
disclosing the underlying plaintext by using
forth a methodology.

v' This technology might be having independent
interest in addition to the approach in the
proposed storage system.

v' Thirdly, to achieve data consistency in the

system, we  proceeded towards two
cryptographic  primitives, such as zero
knowledge proof of knowledge and a

commitment scheme.
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A. ADVANTAGES OF PROPOSED SYSTEM:

v" We bring in our system a hybrid cloud
architecture, which consists of a private cloud
responsible for tag checking and ciphertext
regeneration and a public cloud storing the
ciphertexts.

v" Our approach of producing such a proof makes
use of the randomness reuse technique in the
generation of the tag and the ciphertext with
an additional zero-knowledge proof of

knowledge (PoK) on the shared random coin in

the tag and the ciphertext. Therefore, it is
impossible for an adversary to perform
duplicate faking attacks unless the adversary
casually obtains the content of the plaintext

hidden in the ciphertext.

B. MODULS OF DECRIPTIONS

Data Provider: In this module, the data provider
uploads their report in the cloud server. For the
security purpose the data provider encrypts the data
file and then store in the cloud. The data provider
can change the access policy over data files by
attribute based access. The Data provider can have
capable of update the encrypted data file. The data
provider can set the access privilege to the encrypted
data file.

User: In this module, the user can only access the
report by access policy and then file access request
send to the attribute authority. The encrypted key if
the user has the privilege to access the file. For the
user level, all the privileges are given by the
Attribute authority and the users are controlled by
the Attribute Authority only.

Attribute Authority (AA): In this module, the
attribute authority view details of data provider and
user and then activates his/her account and generate
attribute access key. The AA issues every user a

decryption key associated with his/her set of

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

attributes. Each user can download an item, and
decrypt the ciphertext with the attribute-based
private key generated by the AA if this user’s

attribute set satisfies the access structure.

IND-CPA Security: Attribute-based storage system
with secure de-duplication II. The definition of
selective

IND-CPA security with respect to the public cloud
in II, where we restrain algorithm A to issuing
queries to the key generation oracle on attribute sets
satisfying the access structures A0 and Al.

An attribute-based storage system with
secure deduplication IT is IND-CPA secure if the
advantage function referring to the security game
Game

Advio(N) dof Pr[b’ =b]

is negligible in the security parameter A for any

probabilistic  polynomial-time (PPT) adversary

algorithm A.

PRV-CDA Security: Based on the definition of PRV-
CDA given the definition of PRV-CDA for IT, Where
the adversary is given an additional trapdoor key for
the challenge ciphertext but is not given access to
any attribute-based private keys (as the private cloud
is not allowed to collude with users).

An attribute-based storage system with secure
deduplication IT is PRV-CDA secure if the advantage
function referring to the security game Game

AdvIRVEPA () L prfp! = p]

is negligible in the security parameter A for any PPT

adversary algorithm

C. ARCHITECTURE

The architecture of our attribute-based storage
system with secure deduplication is shown in Figure
in which four entities are involved: data providers,
attribute authority (AA), cloud and users. A data
provider wants to outsource his/her data to the cloud
and share it with users possessing certain credentials.
The AA issues every user a decryption key associated

with his/her set of attributes. The cloud consists of a
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public cloud which is in charge of data storage and a
private cloud which performs certain computation

such as tag checking.

PD":: Tag, Label,
rovider  ciphertext,

Proof
— J—* Private Cloud

(< H

File 1 i i
File 2 0eoss pocy Public Cloud

/ = \
- AND AND N
!
Vi / &, User
Scientist
Cardiologist

General Hospital

Scientist

Life Institute
Cardiologist
General Hospital

Life Institute

Figure 1

D. FRAMEWORK

» Setup(l) ! (pars ,msk). Taking input as security
parameters, the setup algorithm outputs the public
parameter pars and master private key msk for the
system. This algorithem is run by AA.

» KeyGen(pars,msk,A) ! skA. For an attribute set
A, the master private key msk and an credential set
A as

generation algorithm generates an attribute based

input, this attribute based private key
private key skA, taking the public parameter pars.
The algorithm is run by AA.

> Encrypt(pars, M, A) ! (skT , CT). Taking the
publicparameter pars, we take input as a message M
and an accessstructure A over the universe of
attributes , this encryption algorithm outputs a
trapdoorkey skTand a tuple CT = (T, L, ct, pf), where
Land Tare the lable and the tag associated with
Mrespectively, ct is the ciphertext which includes
theencryption of M as well as the access structure
A,and pf is a proof on the relationship of tag T, label
Land ciphertext ct.This algorithm is operated by the
data provider. Both skTand CT are forwarded to the
private cloud. Note thatskTcannot be shown to any
third party, so it mustbe sent to the private cloud in a
secure manner.

» Validity-Test(pars, CT) ! 1=0. Taking the
publicparameter pars and a tuple CT as the input,
this validity testing algorithm parses CT as (T, L, ct,
pf),and outputs 1 if pfis a valid proof for (T, L, ct) or
Ootherwise. This algorithm is run by the private

cloud.
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» Equality-Test(pars, (T1, L1, ctl), (T2,L2,ct2))!1=0.
Taking the public parameter pars and two tuples(T1,
L1, ctl) and (T2, L2, ct2) as the input,this equality
testing algorithm outputs 1 if both (T1,L1, ctl), (T2,
L2, ct2) are generated from the sameunderlying
message or 0 otherwise.This algorithm is run by the
private cloud.

» Re-encrypt(pars, skT , (L, ct), AO) ! (L, ct0).
Takingthe public parameter pars, the trapdoor key
skT , atag and ciphertext pair (L, ct) and an access
the this

algorithm outputs a new ciphertext ct0 associated

structureAO as input, re encryption
with AQ sharing the same label L of the ciphertext
ct0.This algorithm is run by the private cloud.

» Decrypt(pars, (L; ct), A, skA) ! M=?. Taking
thepublic parameter pars, a label and ciphertext
pair(L; ct) and an attribute-based private key
skAassociatedto an attribute set A as the input, this
decryption algorithm outputs either the message M
when theprivate key skAsatisfies the access structure
of theciphertext ct and the label L is consistent with
M (tobe defined later), or a symbol ?indicating the
failureof the decryption. This algorithm is run by the

user.

IV. CONCLUSION

Data providers sends their encrypted data to cloud by
users possessing specified attributes attribute based
The

deduplication is an important technique to save

encryption used in cloud computing.
storage and network bandwidth, which eliminates
identical data, but it does not support secure
deduplication. In this paper, we present novel
approach of attribute based storage system. Our
built hybrid

architecture; where public cloud manages storage

storage system is under cloud
and private cloud manipulate the computation. The
private cloud provides the trapdoor key associated
with corresponding ciphertext, after receiving
request, the private cloud checks the validity of
attached proof. If proof matches, the private cloud
runs tag matching algorithm. The proposed storage
system mainly has two advantages. Firstly, it can be

used to privacy share data with other users by
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particular access rather than sharing

policy
decryption keys. Secondly, it achieves the standard
notation of semantic security while existing
deduplication schemes only achieves it by using

weaker security notations.

V. REFERENCES

1. D Quick, B. Martini, and K. R. Choo, Cloud

Forensics. Syngress Publishing /
2014.[Online]. Available:
http://www.elsevier.com/books/cloud-
storageforensics/ quick/978-0-12-419970-5

2. K R. Choo, ]J. Domingo-Ferrer, and L. Zhang,
“Cloud cryptography: Theory, practice and

Storage

Elsevier,

future research directions,” FutureGeneration
Comp. Syst., vol. 62, pp. 51-53, 2016.

3. Y Yang, H. Zhu, H. Lu, ].Weng, Y. Zhang, and
K. R. Choo, “Cloud based data sharing with
fine-grained proxy re-encryption,” Pervasive
and Mobile Computing, vol. 28, pp. 122-134,
2016.

4. A Sahai and B. Waters, “Fuzzy identity-based
encryption,” in Advances in Cryptology -
EUROCRYPT 2005, 24th Annual International
Conference on the Theory and Applications of
Cryptographic Techniques, Aarhus, Denmark,
May 22-26, 2005, Proceedings, ser. Lecture
Notes Science, vol. 3494.
Springer, 2005, pp. 457-473.

5. B Zhu, K. Li, and R. H. Patterson, “Avoiding

in Computer

the disk bottleneck in the data domain
deduplication file system,” in 6th
USENIXConference on File and Storage

Technologies, FAST 2008, February 26- 29,
2008, San Jose, CA, USA. USENIX, 2008, pp.
269-282.
6. M Bellare, S. Keelveedhi, and T. Ristenpart,
“Message-locked  encryption and secure
deduplication,” in Advances in Cryptology-
EUROCRYPT 2013, 32nd Annual International
Conference on the Theory and Applications of
Cryptographic Techniques, Athens, Greece,

May 26-30, 2013. Proceedings, ser. Lecture

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

10.

Notes in Computer Science, vol. 7881.
Springer, 2013, pp. 296-312.
M Abadi, D. Boneh, L

Raghunathan, and G. Segev, “Message-locked

Mironov, A.

encryption for lock-dependent messages,” in
Advances in Cryptology - CRYPTO 2013 -
33rd Annual Cryptology Conference, Santa
CA, USA, August 18-22, 2013.

Proceedings, Part I, ser. Lecture Notes in

Barbara,

Computer Science, vol. 8042. Springer, 2013,
pp- 374-391.

S Keelveedhi, M. Bellare, and T. Ristenpart,
“Dupless:  Serveraided  encryption  for
deduplicated storage,” in Proceedings of the
22th USENIX Security
Washington, DC, USA, August 14-16, 2013.
USENIX Association, 2013, pp. 179-194.

K R. Choo, M. Herman, M. lorga, and B.

Martini, “Cloud forensics: State-of-the-art and

Symposium,

future directions,” Digital Investigation, vol.
18, pp. 77-78, 2016.

D. Quick and K. R. Choo, “Google drive:
Forensic analysis of data remnants,” ]. Network
and Computer Applications, vol. 40, pp. 179—
193, 2014.




National Conference on Engineering Innovations and Solutions (NCEIS — 2018) IJ Si.L\
CSEIT

International Journal of Scientific Research in Computer Science, Engineering and Information Technology
© 2018 1IJSRCSEIT | Volume 4 | Issue 6 | ISSN : 2456-3307

Reality of Aerial Solution

Chaithanya Vasisth, Daisy Mary K N, Vishal Rao S U, Vinitha S D, Mr. Prashanth Kumar KN
Final Year Students, Department of ISE, Vidyavardhaka College of Engineering, Mysuru, Karnataka, India

ABSTRACT

With no doubt robotics are providing the biggest technology leap from past years and will bring changes in
every business practices and everyday life. Small unmanned aircraft systems (drone) are rapidly developed for
various applications. A potential helping application is live streaming. The aim is to use drones and virtual
reality to provide remarkable visual experience. This paper proposes a system to integrate virtual reality (VR)
with a low cost unmanned semi-autonomous quad copter for live streaming with the help of Wi-Fi. It
presents the software component that is the streamer used for streaming video. The proposed system enable
the user to move the quad copter to remote areas with video streaming to required PC/Mobile with effective
visualization using virtual reality (VR).Raspberry pi model is used in building the system which is most
appropriate as a portable device. Open source Linux based operating system is used in this project to keep the
cost low. The system is very practical and portable in the actual operating environment.

Keywords : Drone, Raspberry Pi, Streamer, Virtual Reality

I. INTRODUCTION

lightweight and easy to mount. So, it makes sense

that this can be used for streaming the video. A

With the continuous development of the internet
technology and network bandwidth, real time
streaming media transmission technology has
become a trending research topic in recent years.
The popularity of Wi-Fi technology and the rapid
increase of mobile handheld device performance
promote mobility of the real time streaming.
Streaming media technology is the product of
internet technology developed. Transmission of
streaming media requires appropriate protocol such
as Real time streaming protocol (RTSP) .On the other
hand Radio controlled (RC) flying devices have an
explosive expansion in the past few years [1]. An
Aerial Surveillance System is a flying machine that
can be controlled remotely with capabilities to

transmit real time data to PC/Mobile.

Raspberry Pi a series of small single-board computers

along with a camera module is easily portable,

CSEIT184614 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 65-70 ]

Linux based open source operating system is used.
This paper explores the potential to develop a VR
enabled drone that will be an assistive technology to
support social engagement for people. The block

diagram is shown in figure 1.0.

Drone
1
Raspberry Pi
¥
Mode of aspberry Pi
Connection Camera
]
VLC
Streamer
|
Monitor Smart Phone
L2
Virtual
Reality

Figure 1. Block diagram
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II. SYSTEM MODULES

The system is divided into two subsystems each
divided into several functional modules. Subsystems
include sender and receiver [1]. The structure of the
system module is as shown in the figure 2.0
Firstly the sender, drone mounted with raspberry pi
and its camera module acts as the video data
collection module. Encoding technique used here is
H264 encoding technique. Real time transmission
occurs with the help of streaming protocol RTSP.
The playback client of the system is PC/Mobile that

uses streaming media player VLC.

Live Video Streaming
System

v v

Sender

Receiver

Video data
collection module

Data receiving
module

H264 Encoding
module

H264 Decoding
module

Real time

transmi 1modul: Display module

Figure 2. Structure of the system module

A. Drone

As drones continue to grow in popularity, the
amount of innovative drone projects being created
continue to soar. Drones are being used for film and
photographic purposes.

A. Construction of the drone

The drone is build using a kit model that is
controlled remotely with an RC controller. There are
essentially two configurations for a Quad-copter “+
“frame and the “X” frame. Here we have chosen an
“X” frame so that onboard camera can have a clear
forward view. And is shown in figure 2.1.0.

e The electronic speed controller is used to
deliver the power to the motor with the
information’s of KK2.0.

e Battery is required to supply power to the

motors.
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e Power distribution board is used to connect
ESC’s to the battery.

e Because the motors create lot of vibrations
mounting pad is used to reduce them.

e Four motors are required for construction a
Quad-copter.

but

e A Quad-copter with some motors

without propellers isn’t a Quad-copter

.Hence propellers have to be chosen
according to the frame. Propellers has to be
clockwise and Anti-clockwise on equal
numbers and alternatively.

e KK2.0 multi-rotor control board is used for

flight control [8].

Figure 3. Drone

B. KK2.0 microcontroller Setup steps
e Factory reset — to set default values.
e Acc calibration — calibration of Gyro.
e Mode setting- converting self-level to AUX
(switch).
e Load motor layout — to see motor direction.
e Receiver test- check direction of each
channel.
e Pl editor- set the values for gains and limits.
o Self-level settings- set the gain values.
e Esc throttle calibration-make sure all motors

start at same time.

B. Raspberry Pi
The proposed system uses raspberry pi 3 model B. It
is cost effective, credit card sized computer that

connects to a computer monitor or a TV and uses a
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standard mouse and keyboard. Raspberry pi 3 is the
third generation Raspberry pi which replaced
raspberry pi to model B [9].
Features offered by it includes:
e Broadcom BCM2837 64bit ARMvS8 quad core
processor
e 1.2 GHz speed
e BCN4314 WIFI with IEEE 802.11 b/c \n
support.
e Bluetooth
e RAMI1GB
e 40 pin extended GPIO.

Raspberry Pi is initially plugged onto the monitor for
the first boot and then its IP address is configured,
which is later used for establishing connection.

Raspberry Pi runs on Raspbian OS.

A. Interfacing the camera module with Raspberry-Pi
Raspberry pi Noir camera v2 module is used for
video broadcasting. It is connected to the Raspberry
Pi’'s camera port through a CSI bus which is the
camera serial interface. And is shown in the figure
2.2.1.
Its features includes:
e Fixed focus lens for high quality imaging.
e 8mp native resolution.
e Sensor capable of 3280x2464 pixel static
images.
e Supports 1080p 30, 720p 60 and 640X480p
90.
e Video the Pi camera is connected to the
Raspberry Pi 3 board and power up. It is then
enabled on Raspberry Pi GUIL

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

1. Raspberry Pi 3 Model B
2. CSI bus
3. Raspberry pi Noir camera v2

Figure 4. Noir camera module mounted on Raspberry
Pi

C. Streamer

Live video streaming is to transmit or receive real
time audio or video coverage over the internet.
There are various streamers available like Gstreamer
(connects sequence of processing elements through a
pipeline). The proposed system uses VLC media
player, it serves as a source or medium for live
streaming from the Raspberry Pi. A code is written
using bash script for broadcasting live video stream
on the VLC media player on the host machine.
Raspberry Pi’s IP address is fed into VLC’s network

stream bar to initiate the stream.

RTSP (Real Time Streaming Protocol) is used. This
protocol is mainly used for establishing and
controlling media sessions between end points. RTSP
is very similar in structure and syntax to HTTP. Both

use same URL structure to describe an object.

D. Virtual Reality

Virtual reality is an artificial environment that is
created with software. On computer/mobile virtual
reality is primarily experienced through two of the
five senses site and sound. Scientific and engineering
data visualization has benefited for years from virtual
reality through recent innovation in display
technology has generated interest in everything from
molecular visualization to architecture to weather

models [14].
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This paper explore potential to develop a system
including drone and VR that will be an assistive
technology to support people. VR is most widely
adopted technology in the field of entertainment and
gaming communities where physical presence in real

or imagined worlds can be simulated.

III. WORKING

The proposed system uses Raspberry Pi 3 board along
with its camera v2 module. Raspberry Pi uses
Raspbian operating system and is programmed using
bash scripting language. The process begins by
initially booting up the Raspberry Pi. A 16 GB micro
SD card is given a proper format using SD formatter
and setup with latest Raspbian OS. To do so, the
Raspbian OS is downloaded from Raspberry Pi’s
official website in zip file format. The downloaded
file are then extracted to the micro SD card, after
which it is inserted to the SD card slot of Raspberry
Pi. The Raspberry Pi is plugged into a monitor via
HDMI adaptor cable. Once the Raspbian OS is
installed, the initial boot completes. The Raspberry
Pi is then connected to the internet and Pi’s IP
address is fetched. Now, VLC media player which is
the streaming medium for the live video broadcasted
over the network. The host device can be any PC or
smart phone connected to the same network on
which Raspberry Pi is connected. For the camera to
start the live streaming and broadcast it over the
network on a VLC media player, the equivalent code
needs to be run on the Pi. The code for design
execution is implemented in bash script and this
script is added to the bootstrap file of Raspbian OS so
that it starts automatically and need not be
connected to monitor instead LCD display can be

used for this purpose [4]. The code run on the

terminal of Raspbian OS is as shown in the figure 3.0.
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Figure 5. Code running on the terminal of Raspberry
Pi

On the other hand in VLC media player user has to
provide the details in the
rtsp://192.168.43.38:8554/ in the open network

stream which initializes the video.

format

To get better visualization system employs virtual
reality box. In case of smart phones, capturing image
or recording video in VLC media player is not
possible. Hence android app like Touchshot can be
used for this purpose, and is adaptable to functions of
virtual reality remote. Functional flow chart is

represented in the figure 3.1.

Use Raspberry Pi Camera
Module to Capture Video

|

Command for VLC media
player to access camera

Broadcast the video strea:
to specified port (8554)

Figure 6. Functional flow chart

IV.RESULT

The raspberry pi board is interfaced with the camera
module, powered up using a battery pack is set in the
location for remote surveillance over Wi-Fi. The
code required to initiate the camera is run on
raspberry pi side. Once the code is run, Raspberry
Pi’s ‘vid’ command start the camera for video capture,

following which the captured image is flipped
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vertically with a width of 800 pixels with 20fps i.e.
20 consecutive images are captured per second. Then
the output is sent to the VLC media player
commanding it to start streaming the data coming in,
into the port specified on Raspberry Pi’s IP address.
Encoding is done in H264, which is a format used for

high definition video files.

VLC media player is opened on the host device and
the raspberry pi’s IP address along with rtsp protocol
is fed into the network stream bar; then hitting play

starts the live stream. The streaming is shown in the

figure 7.

Figure 7. Video streaming in PC and Mobile

To increase the visual participation virtual reality is
used and is controlled using hardware controller and
in mobile using android app like Touchshot for

capturing image and recording video [4].
V. APPLICATIONS AND FUTURE SCOPE

The proposed system includes various technologies
brought together under a common platform. The
system can be deployed in various departments
(applications) like:
e Physically challenged
Drones for live streaming of visuals
for people with limited mobility to
have realistic view.
e Disaster Management
Fire accidents or natural calamities,
to know the extent of disaster
occurred in various locations where
human intervention is difficult.
e Tourism and photography
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To explore the place and capture
picture with realistic experience
using VR and discovering more

places.
e Military

To patrol unsafe areas.
o Wildlife

For animal population census.

This system can be future improved by,
¢ Include sensory abilities to drone like sensing
the weather conditions so that
environment similar to the reality can be
created using sensory smart IOT devices to
desired location to enhance the experience.

virtual

e Adding gyroscopic features to both camera
module and VR box along with rotations.

e Include professional camera feature and
stabilization for camera module.

e Developing a specific streamer having features
that can be compatible with microcontrollers,
ability to capture image and video and which is
adaptable to VR controller.

e Development of Boomerang drones.

¢ Drone adaptability towards obstacles.

VI. CONCLUSION

This paper illustrates the design and implementation
of simple yet powerful aerial system that deploys
modules from various technologies like Raspberry Pi
along with its camera module which acts as the
primary module for capturing and broadcasting the
video, drone an unmanned vehicle as a medium on
which Raspberry pi and camera module is mounted,
bash scripting for programming which is efficient
and virtual reality for increasing the visual
experience. Bringing together various technological
components under common platform led to the
development of this system, improving this system
can lead to a product that can have reverberation in
the market.
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Mobile Opportunistic Social Networks
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ABSTRACT

In mobile opportunistic social networks (MOSNs), mobile devices carried by people communicate with each

other directly when they meet for proximity-based MOSN services (e.g., file sharing) without the support of

infrastructures. In current methods, when nodes meet, they simply communicate with their real IDs, which

leads to privacy and security concerns. Anonymizing real IDs among neighbor nodes solves such concerns.

However, this prevents nodes from collecting real ID-based encountering information, which is needed to

support MOSN services. In Face Change, each node continually changes its pseudonyms and parameters

when communicating with neighbors nodes to hide its real ID

Keywords: Mobile opportunistic social networks, anonymity, encountering information.

I. INTRODUCTION

Face Change that can support both anonymizing real
IDs among neighbor nodes and collecting real ID-
based

anonymity, two encountering nodes communicate

encountering information. For node
anonymously. Only when the two nodes disconnect
with each other, each node forwards an encrypted
encountering evidence to the encountered node to
enable encountering information collection. A set of
the

confidentiality and uniqueness of encountering

novel schemes are designed to ensure
evidences. FaceChange also supports fine-grained
control over what information is shared with the
encountered node based on attribute similarity (i.e.,
trust), which is calculated without disclosing
attributes. Advanced extensions for sharing real IDs
between mutually trusted nodes and more efficient
encountering evidence collection are also proposed.
Extensive analysis and experiments show the
effectiveness of FaceChange on protecting node

privacy and meanwhile supporting the encountering

CSEIT184615 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 71-73 |

information collection in MOSNs. Implementation
on smart phones also demonstrates its energy

efficiency.

A. Aims and Objectives
v" In Face Change, each node continually changes
its pseudonyms and parameters when
communicating with neighbours nodes to hide
its real ID.

v' Face Change prevents two encountering nodes
from disclosing the real IDs during the
encountering, so malicious nodes cannot
identify targets from neighbours for attack.

v" Packet routing can be conducted correctly and

efficiently in Face Change.

II. ARCHITECTURE
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Figure 1. Demonstration of a privacy issue and a
possible solution in MOSNS.
(a) Possible privacy issue.

(b) Solution: neighbor Anonymity.

Figure 1(a), When neighbor nodes communicate
with real IDs, a malicious node can easily identify
attack targets from neighbors and launch attacks to
degrade the system performance or steal important
documents. Further, without protection, malicious
nodes can also easily sense the encountering between
nodes for attacks. Therefore, neighbor node
anonymity is needed to prevent the disclosure of real
IDs to neighbors. Clearly, a permanent pseudonym
cannot achieve such a goal since it can be linked to a
node, which can still enable malicious nodes to
recognize targets from neighbor nodes. Thus, an
intuitive method to realize the neighbor node
anonymity is to let each node continuously change
its pseudonym used in the communication with
neighbors, as shown in Figure 1(b). However, when
neighbor node anonymity is enforced, nodes cannot
collect the real ID based encountering information
(i.e., cannot know whom they have met), which

disables a aforementioned MOSN services.

III. METHODOLOGY
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Modules

% Preventing Nodes

% Encountering Evidence Relaying Scheme
% Trust authority (TA)

% Packet Routing Process

Modules description:
Nodes:
malicious nodes from acquiring meaningful private
the
evidences and packets transmitted between two
the
encrypted by a key originated from two randomly

Preventing FaceChange can prevent

information by overhearing encountering

nodes. Firstly encountering evidence is
generated numbers from the two encountering nodes,
which are not disclosed in the network. Then, the
eavesdropper cannot understand the content in the
transmitted encountering evidences. Secondly in
MOSN routing, the receiver of a packet is not
necessary the destination of the packet. As a result,
the eavesdropper cannot determine the ID of a node
based on packets it receives

Encountering Evidence Relaying Scheme: In this
scheme, during the encountering, the recipient node
specifies a relay node and encrypts its real ID with
the public key of the relay node. It then forwards
such information to the creator. Later, after the two
nodes separate, the creator routes the encountering
evidence to the relay node, which decrypts the ID of
the recipient node and further routes the evidence to
the the

encountering evidence. A trusted node refers to the

recipient node, thereby delivering
node that is believed to keep its private key secure
(i.e., does not share it with any other nodes).
Otherwise, neighbor anonymity may be broken
during the encountering. This is because, when two
nodes meet, each node encrypts its real ID with the
public key of the relay node and sends that to the
encountered node. Then, if the relay node’s private

key is disclosed, the real ID is no longer safe.

Trust authority (TA) The trust authority (TA), for

the corresponding service. Since those services are

7




built upon node encountering, nodes need to collect
real ID based encountering information. For example,
nodes need to know whom they have met to identify
proximity based social community/relationships. In
the

encountering information to deduce their future

packet routing, nodes need to collect
meeting probabilities with others. Then, a packet can
always be forwarded to the appropriate forwarder
Trust Authority (TA) in the system responsible for
some system management functions such as system
parameters and certificates distribution and attribute
validation(e.g., reputation, affiliation, and ID), both

of which can be conducted off-line.

Packet Routing Process: In traditional MOSN packet
routing, two encountering nodes first delivers
packets destined for the other node. They then
compare routing utilities and forward the other node
packets that the other node has a higher routing
utility for their destinations. In FaceChange,
neighbor node anonymity blocks the first step by
preventing nodes from recognizing the destinations
of their packets even when meeting them. To solve
this problem, we let each node claim to have higher

routing utility for itself to fetch packets for it.

IV. CONCLUSIONS

Face Change, a system that supports both neighbor
ID based

information collection in MOSNs. In Face Change,

anonymity and real encountering
each node continually changes its pseudonyms and
parameters when communicating with neighbors
nodes to hide its real ID. Encountering evidences are
then created to enable nodes to collect the real ID
based After

encountering nodes disconnect, the encountering

encountering information. two
evidence is relayed to the encountered node through
a selected relay node. Practical techniques are
adopted in these steps to ensure the security and
efficiency of the encountering evidence collection.
Trust based control over what information can be
included in the encountering evidence is supported

in Face Change .Advanced extensions have also been
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proposed to support the “white list” feature and
the

efficiency. Extensive analysis and experiments are

enhance encountering evidence relaying
conducted to prove the effectiveness and energy
efficiency of Face Change in protecting node privacy
and supporting he encountering information
collection in MOSNs. In the future, we plan to
investigate how to generalize the process of adapting
applications in mobile opportunistic social networks

to Face Change seamlessly.
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ABSTRACT

Data access control is a challenging issue in public cloud storage systems. Ciphertext-Policy Attribute-Based
Encryption (CP-ABE) has been adopted as a promising technique to provide flexible, fine-grained and secure
data access control for cloud storage with honest-but-curious cloud servers. However, in the existing CP-ABE
schemes, the single attribute authority must execute the time-consuming user legitimacy verification and
secret key distribution, and hence it results in a single-point performance bottleneck when a CP-ABE scheme
is adopted in a large-scale cloud storage system. Users may be stuck in the waiting queue for a long period to
obtain their secret keys, thereby resulting in low-efficiency of the system. In this paper, we propose a novel
heterogeneous framework to remove the problem of single-point performance bottleneck and provide a more
efficient access control scheme with an auditing mechanism. Our framework employs multiple attribute
authorities to share the load of user legitimacy verification. Meanwhile, in our scheme, a CA (Central
Authority) is introduced to generate secret keys for legitimacy verified users. To enhance security, we also
propose an auditing mechanism to detect which AA (Attribute Authority) has incorrectly or maliciously
performed the legitimacy verification procedure. Analysis shows that our system not only guarantees the
security requirements but also makes great performance improvement on key generation.

Keywords: Cloud storage, access control, CP-ABE.

I. INTRODUCTION (CP-ABE) which is more promising. This technique

grants the direct control for data owners for flexible,

Cloud storage is the important service provided by
the cloud computing. There are various benefits of
the cloud storage system some of them include,
better accessibility, greater reliability, continuous
deployment and stronger protection and many more
to name. Though the cloud storage contains many
benefits it faces some issues in the access control
which is a critical issue. The traditional access
control methods are not suitable in cloud storage

hence it has become a challenging issue.

Few schemes have been proposed to solve the issue
of the data access in the cloud storage like,

Ciphertext- policy Attribute- based Encryption

CSEIT184616 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 74-78 |

fine grained and secure access control in cloud
storage. CP-ABE have been divided into two
categories single authority scenario and multi
authority scenario. The existing single authority is
neither efficient nor robust in key generation. Since
it is a single authority system it is time consuming
for the verification these results in the performance
bottleneck. Single point performance bottleneck
affects the efficiency of secret key generation and
degrades the utility of the existing schemes to to

conduct access control in large cloud storage system.

The main process to avoid the single point

bottleneck is to introduce multiple authorities to
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jointly manage the whole attribute set. By including
multiple authorities the single point bottleneck can
be reduced to some extent. Since there are various
authorities performing the same operation it is
difficult to identify the particular attribute which
commits any malicious mistake. This work is
inspired by the heterogenous architecture with
single certificate authority (CA) and multiple
registration authorities (RAs). There are multiple
authorities (AAs) which are in charge of the whole
attribute set which conducts user legitimacy
verification. There is only one single global
authority to generate secret key for the user on the

basis of received intermediate key.

II. RELATED WORK

Towards efficient content-aware search over
encrypted outsourced data in cloud

AUTHORS: Z. Fu, X. Sun

With the increasing adoption of cloud computing, a
growing number of users outsource their datasets
into cloud. The datasets usually are encrypted
before outsourcing to preserve the privacy.
However, the common practice of encryption

makes the effective utilization difficult; for example,

search the given keywords in the encrypted datasets.

Many schemes are proposed to make encrypted data
searchable based on keywords. However, keyword-
based search schemes ignore the semantic

representation information of user’s retrieval, and

cannot completely meet with users search intention.

Therefore, how to design a content-based search
scheme and make semantic search more effective
and context-aware is a difficult challenge. In this
paper, we proposed an innovative semantic search
scheme based on the concept hierarchy and the
semantic relationship between concepts in the
encrypted datasets. More specifically, our scheme
first indexes the documents and builds trapdoor
based on the concept hierarchy. To further improve

the search efficiency, we utilize a tree-based index
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structure to organize all the document index vectors.
Our experiment results based on the real world
datasets show the scheme is more efficient than
previous scheme. We also study the threat model of
our approach and prove it does not introduce any

security risk.

A dynamic secure group sharing framework in
public cloud computing

AUTHORS: K. Xue and P. Hong

With the popularity of group data sharing in public
cloud computing, the privacy and security of group
sharing data have become two major issues. The
cloud provider cannot be treated as a trusted third
party because of its semi-trust nature, and thus the
traditional ~ security = models  cannot  be
straightforwardly generalized into cloud based
group sharing frameworks. In this paper, we
propose a novel secure group sharing framework for
public cloud, which can effectively take advantage
of the cloud servers' help but have no sensitive data
being exposed to attackers and the cloud provider.
The framework combines proxy signature,
enhanced TGDH and proxy re-encryption together
into a protocol. By applying the proxy signature
technique, the group leader can effectively grant
the privilege of group management to one or more
chosen group members. The enhanced TGDH
scheme enables the group to negotiate and update
the group key pairs with the help of cloud servers,
which does not require all of the group members
been online all the time. By adopting proxy re-
encryption, most computationally intensive
operations can be delegated to cloud servers
without disclosing any private information.
Extensive security and performance analysis shows
that our proposed scheme is highly efficient and
satisfies the security requirements for public cloud

based secure group sharing.




Attribute-based access to scalable media in cloud-
assisted content sharing

AUTHORS: Y. Wu, Z. Wei

This paper presents a novel Multi-message
Ciphertext Policy Attribute-Based Encryption
(MCP-ABE) technique, and employs the MCP-ABE
to design an access control scheme for sharing
scalable media based on data consumers' attributes
(e.g., age, nationality, or gender) rather than an
explicit list of the consumers' names. The scheme is
efficient and flexible because MCP-ABE allows a
content provider to specify an access policy and
encrypt multiple messages within one ciphertext
such that only the users whose attributes satisfy the
access policy can decrypt the ciphertext. Moreover,
the paper shows how to support resource-limited
mobile devices by offloading computational
intensive operations to cloud servers while without

compromising data privacy.

III. METHODOLOGY
3.1 System model: the model for this proposal
mainly includes five entities Central Authority (CA),
multiple attribute authorities (AAs), many data
owners (Owners), many Data consumers (Users)

and a cloud service provider with multiple cloud

servers.
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e The Central authority: It is the administrator of

the entire system. It is responsible for setting up
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the system parameters and generating public
key for each attribute of the universal attribute
set. It is also responsible for generating secret
keys for the user on the basis of the received
intermediate key associated with the user’s
legitimate attribute verified by an AA.

e The attribute authorities (AAs): It performs the
user legitimacy verification and generates
intermediate key for verified users. This
involves multiple authorities to share the
responsibility of user legitimacy verification and
each AA can

independently for any user. Intermediate key is

perform  this  process
a new concept to assist CA to generate keys.

e The data owner (owner): Owner defines the
access policy about who can access the each file
and encrypts the file under defined policy. Each
owner encrypts data with symmetric encryption
algorithm. The owner formulates access policy
over an attribute set and encrypts the
symmetric key under the policy obtained from
CA.

o The data consumer (User): A global user Id is
assigned by CA. the user possesses a set of
attributes and equipped with a secret key
associated with attribute set. The user can get
any encrypted data from the cloud server only if
the user satisfies the access policy.

e The Cloud server: It is a public platform for
owners to share their encrypted data. The cloud
server does not allow controlling the data
access. The encrypted data from the cloud

server can be accessed by any user.

3.2 Security Requirements: the following security
requirements need to be fulfilled for the guaranteed
secure access control in public cloud storage.

e Data Privacy: the contents of the data must be
kept private to unauthorized users as well as the
cloud server.

e Resistance to Collusion: Unverified users

colluding with each other would not be able to
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combine their attributes to decrypt a ciphertext
which each of them cannot decrypt alone.

e Accountability of AA: An auditing mechanism
is devised to ensure that the misbehavior of the
AA can be detected to prevent AAs’ abusing
their power without being detected.

e No ultra vires for any AA: An AA should not be
assigned an unauthorized power to generate

These

are proposed based on the

secret keys for users. security
requirements

hierarchical framework.

IV. IMPLEMENTATION

The proposed scheme consists of five phases,
namely System Initialization, Encryption, Key
Generation, Decryption, and auditing and tracing.
A hierarchical framework with single central
authority (CA) and multiple attribute authorities
(AAs) to achieve robust and efficient access control
for public cloud storage and remove the single point
bottle neck and enhance the system efficiency. In
the proposed RAAC system key generation is
divided into two subgroups 1) verifying legitimacy
of users 2) the process of secret key generation and
distribution. The user legitimacy verification is
performed by multiple Attribute authorities and
they are able to verify attributes independently.
Intermediate key is generated by the attribute
authority after the successful verification and sent
to the Central authority. The process of secret key
generation and distribution is performed by the
central authority that generates secret key
associated with user’s attribute set without any
further verification.

The details of the proposed RAAC scheme are as

explained as follows.

1) System Initialization: The central authority
generates public key for each attribute and
master secret key which implicitly exists in the
system and doesn’t need to be obtained by any

other entity. The other task of the CA in this
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2)

3)

operation is handling attribute authorities’ and

users’ registrations. The central authority
generates a pair of keys to sign and verify which
attribute is publicly known by each entity in
the system.

Each attribute authority sends a registration
request to CA during system initialization. For
each legal attribute authority CA assigns a
unique identity and randomly chooses private
key. The Central authority generates certificate
which include the public key and sends it with
the corresponding private key to the attribute
authority with its ID. Each user also receives its
private key and the certificate Id from the
central authority.

Encryption: The process of encryption is carried
out by data owner. The owner chooses a
random number as a symmetric key and

encrypts the plain text with symmetric
encryption algorithm. The owner encrypts the
using Ciphertext policy
Attribute Based Encryption (CP-ABE) under the

access policy defined by the user.

symmetric key

Key Generation: The process is different from
existing CP-ABE schemes. It involves selected
AA and CA. The key generation procedure is
divided into 4 steps

Step 1: U -2 AA
authenticated Id requests the secret key to the

A user with the

selected AA and shows the certificate Id for the
validation.

Step 2: AA > CA The AA verifies the user
legitimacy by CA. After the successful
verification the AA receives the timestamp
value from CA and generates intermediate key.
The AA finally receives the attribute set which
include the User IDs and sends the secure
message to the CA.

Step 3&4: CA —2>AA - U after receiving
message from AA the CA checks whether the
transmission delay is within the allowed time.

The CA makes sure that the request from AA is
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not used by the same user. This prevents AAs
collusion attack. CA Continues to generate
secret keys for users using Master secret key.
With the relay of AA, CA securely sends secret
keys to the user.

4) Decryption: This procedure is performed by the
user. User can freely query and download any
encrypted data from the public cloud storage.
User cannot decrypt unless attribute set satisfies
the access structure embedded in the ciphertext.
If the access structure is satisfied it computes to
obtain symmetric key which helps in
decryption.

5) Auditing and Tracing: Auditing and tracing is
periodically performed or event triggered by CA
to ask the suspected users to submit certificate
Id. In order to obtain the data the users have to
cooperate to perform the process correctly. To
implement the effective tracing CA must
confirm the received key components belong to
the given user.

The tracing process is executed in following two sub

groups.

Secret key ownership confirming

CA randomly selects suspected attribute and

asks to securely submit secret key components.

AA Tracing

Executed to trace and confirm which AA has

generated the suspected user’s secret key. CA

uses Master secret key to recover public key

associated with AA.

IV.CONCLUSIONS

In this paper, we proposed a new framework,
named RAAC, to eliminate the single-point
performance bottleneck of the existing CP-ABE
schemes. By effectively reformulating CPABE
cryptographic technique into our novel framework,
our proposed scheme provides a fine-grained, robust
and efficient access control with one-CA/multi-AAs
for public cloud storage. Our scheme employs
multiple AAs to share the load of the time-

consuming legitimacy verification and standby for
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serving new arrivals of users’ requests. We also
proposed an auditing method to trace an attribute
authority’s potential misbehavior. We conducted
detailed security and performance analysis to verify
that our scheme is secure and efficient. The security
analysis shows that our scheme could effectively
resist to individual and colluded malicious users, as
well as the honest-but-curious cloud servers.
Besides, with the proposed auditing & tracing
scheme, no AA could deny its misbehaved key
distribution. Further performance analysis based on
queuing theory showed the superiority of our
scheme over the traditional CP-ABE based access

control schemes for public cloud storage.
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ABSTRACT

The project deals with the development of a Remote Voting System with an effective secure and fear free

voting model. The voting model provides a new voting system which fulfill the security requirements of

voting process. A voter may need to register only once for a particular election and that does all, voter need to

cast his/her vote without actually being present at the voting cell. The system gives facility to voter to vote

from any location through their cell phone. Voting for any social issue is essential for modern democratic

societies nowadays. The main goal of the application based is to eliminate overhead related with remote

components handling.

Keywords: Android, Security, Voting, Web Server.
I. INTRODUCTION

Voting for any social issue is essential for modern
democratic societies now a day. So it is becoming
very important to make the voting process more easy
and efficient. In other hand the rapid development
in operating system of the mobile phones gives rise
to the application development on the large scale.
The behind the

development in android application is that the

main reason tremendous
android is an open source operating system. It means
that the software developers can have customization
rights. The process of integration tasks, functions and
responsibilities of the various elements into one is
called centralization. It is the result of several factors
in particular those associated with the availability,
reliability, efficiency etc. Such convergence of
applications is characteristic also for smart mobile
devices. As well as the software development kit
provides tools to build and run Android applications.

This system gives facility to voter to vote from any
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location through their cell phone. The main goal of
the application based is to eliminate overhead related
Also

authentication and security is maintained for any

with  remote  components  handling.

external attacks on the system.

The system gives facility to voter to vote from any
location through their cell phone. Voting for any
social issue is essential for modern democratic
societies nowadays. So it is becoming very important
to make the voting process more easy and efficient.
On other hand the rapid development in operating
system of the mobile phones gives rise to the
application development on the large scale. The main
goal of the application based is to eliminate overhead
related with remote components handling. Also
authentication and security is maintained for any
external attacks on the system. The administration of
the voting system as a whole is highly inefficient,
slow and time consuming, and is highly prone to

human error.
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1.1 Problem statement:

The problem is to design an Application for specific
platform of a mobile device. The application as a
whole is aimed at being compatible with devices
from many manufacturers and running on different
versions of the operating system. An integration
approach can certainly prove to be a better and

efficient solution.

1.2 Existing system:

The voting system currently being used by the
student union is a paper based system, in which the
voter simply picks up ballots sheets, tick off who
they would like to vote for, and then cast their votes
by merely handling over the ballot sheet back to
official. The officials gather all the votes being caste
into ballot box. At the end of the elections, the
official converge and count the votes cast for each

candidate and determine the winner of each election

category.

In the present system there is no such application
level system provisions to carry out the voting and
procedure as a whole. Also in the present status,
there is no such application in use for automated
system for voting according to the voting structure.
All the step by step procedures are carried out by the
authorized authorities according to the jobs assigned
by the ECI. The fact is all the procedures are carried
out manually, starting from the registration process

to result publishing.

The government to do this process manually wastes a
lot of time and money. Thus the present system
proves itself to be an inefficient one. The existing
system is not web based. The user or person must
want to go to the polling station for casting their

votes.

Some of the disadvantages that which we identified

in our survey are as follows.
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1. Expensive and Time consuming: The process of
collecting data and entering this data into the
database takes too much time and is expensive to
conduct.

2. Too much paper work: The process involves too
much paper work and paper storage which is
difficult as papers become bulky with the population
size.

3. Errors during data entry: Errors are part of all
human beings; it is very unlikely for humans to be
100 percent efficient in data entry.

4. Loss of registration forms: Some times, registration
forms get lost after being filled in with voters™ details,
in most cases these are difficult to follow-up and
therefore many remain unregistered even though
they are voting age nationals and interested in
exercising their right to vote.

5. Short time provided to view the voter register:
This is a very big problem since not all people have
free time during the given short period of time to
check and update the voter register.

6. Above all, a number of voters end up being locked
out from voting. Hence there is great desire to
reduce official procedure in the current voter
registration process if the general electoral process is

to improve.

This current system in use today, has a number of
problems, our proposed system would aim to correct.
This current system is highly insecure and prone to
election malpractice. Due to the fact that any student
can come and fill out a ballot sheet without prior
authentication to determine who he/she says they
are, is a major concern. The administration of the
voting system as a whole is highly inefficient, slow
and time consuming, and is highly prone to human

error .

1.3 Proposed system:

Based on the analysis of exiting systems and
principles our system will represent the aspect of the
respondent’s quick and easy one-time-use interface.

The architecture is shown in below figure. There
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were two possible solutions arising from the
specification and analysis.

e Solution based on an application for specific

platform of a mobile device

e So called web based solution
Application for specific platform of a mobile device
should be designed as a client-server application. The
client part doesn’t need to be implemented for web
based solution. It will be provided by Internet
browser. The common element in both alternative
the

communication between the mobile devices and the

solutions is to use same technology in
server. Server will coordinate the activity of the

voting devices and collect the processing data.

An efficient and reliable system is essential for the
trustworthy and successful implementation of any
technology. Based on the analysis of exiting systems
and principles our system will represent the aspect of
the respondent’s quick and easy one-time-use
interface. The key features of our proposed Mobile
Phone Voting System are:

1. Eligibility: only authorized voter can cast their
vote.

2. Uniqueness: Each user can cast their vote only
once.

3. Integrity: Valid vote should not be modified or
deleted.

4. Fairness: The election result should not be
accessible before the official time ended.

5. Cost-effectiveness: Election system should be
efficient and affordable.

Proposed system consists of following phases:

® o
SYSTEM
VOTER ADMIN Login() |
Open Voting Session !
Login() G

Successfullogm
View Candidate Profile()
Caste Vote
Confirm Vote

Logout

Close Voting Session
Display Results

Y P RN E ) g PN
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Figure 1. Sequence diagram

A. Downloading of Mobile Application:

B. Registration Phase:

The users have to SIGN IN into the application and
fill its whole information like name, phone number,
mail-id, age including a unique username and
password. After pressing submit button, the whole
information will be encrypted and sent over server
to the concerned authority’s database. A one-time
password (OTP) will be sent to the given mail id

after entering the otp the user will be registered.

Figure: use case diagram

C. Voting Phase:

In this phase the voter will login to the application
using his\her username, password. Further the
information will be compared with the details stored
in the server and allow access to the voter. This
prevents unauthorized voter to cast a vote. The voter
will be provided with a candidate list on voting day.
The voter will select their candidate from the list.
The voter can only vote when the admin opens the
voting session, votes will not be accepted after time
ends. The encrypted information will be forwarded

to the authority’s server and stored in database.

D. Vote Collecting and Result Phase:

All the votes will be in encrypted form until the
official time of the election ends. Implementing this
restriction on the server, the decryption of the votes
will be started after the end of the election time. The
third party will not see the result before the official

time ends, thus it prevents to seeing of the election
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results. After ending of voting phase, votes will be
decrypted and counted and results will be officially
displayed.

Security is provided to our proposed system by using
public-key cryptography. Working with a public-key
encryption system has mainly three phases:

1. Key Generation: Whoever wants to receive secret
messages create a public key (which is published)
and a private key (kept secret). The keys are
generated in a way that conceals their construction
and makes it difficult to find the private key by only
knowing the public key.

2. Encryption: A secret message to any person can be
encrypted by his\her public key.

3. Decryption: Only the person being addressed can
easily decrypt the secret message using the private

key.

Our goal is to design an efficient and effective system
that allows the voters to instantly cast a vote without

the limit of time and place.

II. METHODOLOGY

Emier dataliz with Give Wote and

Figure: Architecture.

Steps to be followed:
e Step 1: Get the android application.
® Step 2: Register by providing all the details and
request for OTP using Email.
e Step 3: Enter the received OTP and get

registered.
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e Step 4: Voter can login to the android
application using username and password and
can view the election info and candidate details
in the application.

e Step 6: Voter will be allowed to enter the
voting page and cast their vote only on the
election day.

® Step 7: Admin should login to the web
application and will be authorized to register
candidate details and also modify voters as well
as candidate’s details.

e Step 8: Once the Admin opens the voting
session, voter can cast their vote and will be
logged out from the voting page.

® Step 9: Votes will be encrypted and will be
stored until the result day.

e Step 10: On the result day the votes will be
decrypted and displayed.

III. CONCLUSION

The Remote Voting System will manage the voter’s
information by which voter can login and use his
voting rights. The voter should register only once
and can vote from anywhere using his android phone.
There is a database which is maintained by the
Admin in which all information of voter as well as
candidate is stored. By online voting system,
percentage of voting increases. It decreases the cost
and time of voting process. It is very easy to use and
it is very less time consuming. Considering the
drawbacks of present system by some issues like
security, efficiency, robustness, flexibility, and data

integrity this system overcomes all the cons.
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ABSTRACT

The adaptability and versatility of Mobile Ad hoc Networks (MANETs) have made them expanding

prominently in a wide scope of utilization cases. To ensure the security, secure routing protocols have been

designed to secure the routing paths and application information. In any case, these routing protocols just

ensure route security or communication security, not both. Both secure routing and communication security

routing protocols must be implemented to give full assurance to the network. To address these above issues, a

secure framework, named NSF is proposed. The system is intended to permit existing system and routing

protocols to play out their capacities, while giving node authentication, access control, and communication

system security. This paper exhibits a security structure for MANETs. Comparison comes about looking at

NSF with IPsec which is given to exhibit the proposed structures’ appropriateness for communication security.

Keywords: access control, authentication, communication system security, mobile ad hoc networks.

I. INTRODUCTION

MANETs are

infrastructure-less groups of mobile devices. They

dynamic, self-configuring, and
are usually created for a specific purpose. Each
device within a MANET is known as a node and
must take the role of a client and a router. Experts
point out that the MANET, now a topic of
commercial research, was originally used in military
projects, including in tactical networks and Defense
Advanced Research Projects Agency (DARPA)
projects. Some use 4G networks and other wireless
systems as examples of a potential topology for a
MANET, while others refer to a vehicular ad-hoc
network (VANET), where the free network nodes

are installed in cars and other vehicles.

Those assessing the potential for MANET face

various challenges, including signal protection and
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the reliability of mobile or otherwise dynamic
nodes. There’s also the issue of limited processing
power, and even of providing an adequate power
supply for the large number of devices typically
included within a MANET. Still, the flexibility of a
MANET makes this an interesting alternative to
This paper

proposes a novel security protocol, Novel Secure

traditional networks structures.
Framework for Protecting Route and Data in
MANETSs(NSF). The protocol is designed to address
authentication of a node, network access control,
and secure communication for MANETSs using
existing routing protocols. NSF combines routing
and communication security at the network layer.
This is in contrast to existing approaches, which
provide only routing or communication security,
requiring multiple protocols to protect the network.
The Framework is designed to allow existing

network and protocols to perform their function
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whilst providing node authentication, access control,

and communication security mechanisms.

The remainder of this paper is organized as follows:
Section 2 analyses the problem in the context of
previously published work. Section 3 introduces NSF,
providing a technical discussion of the protocol.
Section 4 outlines the characteristics chosen for
modelling, and the results of simulating NSF
compared against selected securerouting and data
security protocols. Section 5 draws conclusions from

the research findings.

II. RELATED WORK AND PROBLEM
ANALYSIS

Ad hoc On-demand Distance Vector routing
protocol: MANETSs depend on intermediate the way
in which packets are steered to their goals, MANET
routing protocols rather make utilization of routing
tables on each node in the system, containing either
full or fractional topology data. Reactive protocols,
for example, Ad hoc On-request Distance Vector
(AODV) arrange routes when messages should be
sent, surveying close-by nodes trying to locate the
nearest route to the destination node.

Optimized link state routing protocol: In this paper
we propose and discuss an optimized link state
routing protocol, named OLSR, for mobile wireless
networks. The protocol is based on the link state
algorithm and it is proactive (or table driven) in
nature. It employs periodic exchange of messages to
maintain topology information of the network at
each node. OLSR is an optimization over a pure link
state protocol as it compacts the size of information
sent in the messages, and furthermore, reduces the
number of retransmissions to flood these messages in

an entire network. For this purpose

MANET Routing Security: To handle the issues that
accepted authenticity can bring about, secure
MANET directing conventions have been proposed.
Secure Ad hoc On-request Distance Vector (SAODV)
and Secure Optimized Link State Routing (SOLSR)
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are secure usage of AODV and OLSR separately.
SAODV the
incorporating irregular numbers in Route Request
bundles (RREQs). On the off chance that a steering

bundle arrives that re-utilizes an old parcel number,

secures directing system by

that bundle is invalid. Hubs watched sending re
played bundles might be hailed as malevolent.
SAODV requires that no less than two Secure
RREQs (SRREQs) touch base at the goal hub by
various courses with indistinguishable irregular
numbers to distinguish the source hub. Security
Communication: Securing courses is just a single
part of a full security arrangement. X.805 highlights
numerous security dangers including personality,
information control,
There
correspondence; confirmation, classification and
respectability.  X.509 the

endorsement based ways to deal with security.

debasement and robbery.

are three prerequisites to securing

sets standard for
Authentications give a suite of information that can
be utilized to speak to the character of a given hub,

and its association with a confided in specialist.

Summary: NSF, the convention proposed in this
paper, addresses the issue of bound together
MANET correspondence security. It executes a
Virtual Closed Network design to ensure both
This is

conversely with the methodologies proposed in past

system and application information.
work, which concentrate on ensuring particular

correspondence based administrations.

III. THE NSF FRAMEWORK

The protocol, NSF is designed to work in network
layer. The packets from transport layer is forwarded
to data link layer through NSF. The main functions
of network layer are to identify the nodes and
create routing tables. NSF is designed to provide
authentication in the network layer end to end i.e.,

source to destination nodes.
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A. NSF Framework Overview

The routing table maintains the route information,
source id, destination ID, etc. The routing header
extracts all the routing table information. NSF is also
designed to provide authentication in the network
layer point to point i.e., intermediate nodes and end
to end i.e., between source and destination. For this
purpose, a security table is maintained which
contains the key information Once the
authentication is done the message is forwarded to
the data link layer. It is designed to provide a fully
secured communication framework for MANET’s,
without requiring modification of the routing
protocol. Figure 1 shows the flow of data from
transport, through the network layer (including NSF)
to data link layer. MANET routing protocols require

broadcast capabilities.

Transport Layer Transport Protocol

! NSFEndtoEd —
Nemork La)-er RTITT lu ----------------- i -----------
Protected Data
Routing
Tahle Routing Header
NSF Point-to-Point '—‘

Data Link Layer Data Link Protocol

Figure 1. Diagram illustrating the NSF
confidentiality, integrity and authentication services

for data packets.
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B. MODULES

Deployment Key
of Nodes Generation
At(ac.k Certificate
Detection Authentication
Figure 2
Deployment of Nodes

The nodes are deployed based on a particular
topology and specifying x axis and y axis values. Also
node id is specified. Node id of the nodes changes as

and when the application restarts.

Key Generation
To Provide Secure communication NSF relies on the

dynamic generation of keys.

Key generation is an important part where we have
to generate both public key and private key. The
sender will be encrypting the message with
receiver’s public key and the receiver will decrypt
its private key. The key generated will be stored in a

security table maintained at each node.

Secure Keys

Secure key(SKe) are used to secure source and
destination with one SKe key generated per node.
Secure Key(SKp) are shared between two nodes used

to authenticate traffic as it moves along the network.

Symmetric Broadcast Key
A Symmetric broadcast key will be generated at the
initialization of the network when first node to be

contacted about joining to the network.

Symmetric broadcast key has two derived forms
Symmetric broadcast end-to-end (SKbe) key and
Symmetric point-to-point key(SKbp), In end-to-end
SKbe

point-to-point

broadcast communication provides

confidentiality. In broadcast
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communication packet integrity by generating tags

using hash function.

Certificate Authentication
NSF uses a based

authenticate new node and allow them to become

certificate approach to
member of the network if they appropriate
credentials. Once authenticated with the network a
node will begin to form secure links, by associating

itself with other member nodes on-demand.

NSF node must exchange a key share with other
nodes receiving this in response and performing key
exchange to generate appropriate keys for end-to-
end and point-to-point cryptographic functions.
The nodes are verified for validity. If the nodes are
valid then the packet will be transmitted. If the
nodes are invalid, then no packets are transmitted.
NSF will only begin routing once node have been
authenticated with the network (i.e,. receiving

broadcast keys in the process).

Attack Detection

The certificate authority is going to verify the RREP
AND RREQ packets. If the sequence number are not
matching, then attack is detected otherwise no

attack is detected.

IV. SUMMARY
MANET routing protocols require broadcast
capabilities. Both OLSR and AODV require

broadcast communication for routes discovery. NSF
provides broadcast communication security services
to allow it to service the specific needs of MANET
routing protocols. NSF addresses the eight security
dimensions detailed by X.805 by providing a closed-
MANET, with end-to-end and point-to-point
security features. The eight security dimensions are

addressed as follows.

. Access control is provided by NSF network
joining method.

. Authentication is provided by certificates.

. Non-repudiation is provided by timestamps.

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

. Confidentiality is provided end-to-end by
payload encryption using AEAD.

. Communication security is maintained by
encrypting and performing source authentication
end-to-end, and checking authenticity and
integrity at each hop.

. Availability is maintained using each nodes
security table, which stores valid authentication
credentials.

. Privacy is provided by end-to-end
encryption, with keys that are specific to the link

between two nodes or a node and the network.

V. CONCLUSION

NSF is a security framework that protects the
in MANETs. The

primary focus is to secure access to a virtually closed

network and communication

network (VCN) that allows expedient, reliable
communication with confidentiality, integrity and
authenticity services. NSF addresses each of the eight
security measurements plot in x.805. In this manner,
NSF can be said to actualize a full suite of security
administrations for self-sufficient simulation has
been attempted and the outcomes are accounted for
and investigated to decide the relative cost of
security. NSF has been shown to provide lower-cost
security than SAODV for their routing protocols by
stablishing a secure, closed network; one can assume
a certain level of trust within that network. This
reduces the need for costly secure routing behaviors
designed to mitigate the effects of an untrusted
environment (and untrusted nodes) on the routing
process. By preventing the entry of potentially
untrustworthy nodes to the network, and thus the
routing process, a MANET may be protected from
subversion of its routing services at a lower cost, as

malicious nodes are barred from the process entirely.
VI. FUTURE WORK

Future work includes the implementation of NSF on
a simple mobile node platform to allow experimental

observation and profiling of its performance. The
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proposal of network bridging solutions capable of
providing NSF services between two closed networks
over an insecure intermediate network, and
investigating the effects of variable network topology

on NSF to better understand the role of the

credential referral mechanism on overhead
mitigation in networks.
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Insights on Algorithmic and Non-algorithmic Cost Estimation
Approaches Used by Current Software Industries across
India

Praveen Naik
Department of CSE, CHRIST (Deemed to be University), Bangalore, Karnataka, India

ABSTRACT

The survey comprises excellent effort on cost estimation of algorithmic and non-algorithmic approaches of
current software industries. Current industry datasets are gathered and investigation is done from the current
datasets. The data gathered from the industries, which are located in Indian cities like Bangalore, Chennai,

Hyderabad and Pune. Objective of this paper was to identify the cost estimation practices used in the current

software industries.

Keywords: Cost Estimation, Data sets, Cost Drivers.
I. INTRODUCTION

Online survey was conducted on cost estimation
used in the software industries mainly in Bangalore
Mysore Chennai Hyderabad Pune etc. contacted
more than 143 companies. We use several techniques
used to approach such that phone calls emails and
through friends reference in that mainly contacted
industries through our friends who is working in
software industries. We sent a mail with the Google
form containing 10 questionnaires. The decision was
made Limited number of question are used in initial
stage in order to engage participation from as many
companies as possible, the response questionnaires
had the contact number of research, mail ID
,University such that they can contact back if they
have difficulties in understanding the questionnaires
from this exercise got reply from 72 companies in
that 43 companies were willing to participate in the
further rounds of interviews the main reason low
participation were that they were too busy or they

were not interested . Next round of the interviews

CSFEIT184619 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 89-91 |

was open discussion with industries was on cost

estimation methodology.

II. METHODS AND MATERIAL

The small scale

industries with the number of employees. In our

response was large/medium/
survey 27 companies were in to start-up or small
scale industries , 12 medium scale industries and 4
large scale industries participated the literature
contains excellent work what cost estimation on soft
match up the research work do not study all current
industry data only on existing data set in our paper
we try to communicate with the industries which are
located in India, our main objective of this paper was
to identify the cost estimation practices in the
software industry the survey was carried out in
India, mainly Bangalore Chennai Hyderabad Pune
etcetera. This survey helps identify the differences
between cost estimation techniques in the literature

and currently used by the software industries .

[ 89 L



http://ijsrcseit.com/

we sent a mail with the Google form containing 10
the

number of questions are used in initial stage in order

questionnaires, decision was made limited
to engage participation from as many companies as
possible. Response had the contact number of
research, mail ID ,University such that they can
contact if they any have difficulties in
understanding the questionnaires from this exercise,
we got reply from 72 companies in that 43
companies were willing to participate in the further
the

participation were that they were too busy or they

rounds of interviews main reason low
were not interested. Next round of the interviews
was open discussion with industries was on cost

estimation methodology [1] .

III. RESULTS AND DISCUSSION

the the

organization are E-Commerce application and the

Type of application developed by
website. Typical size of the team involved in
developing a software or application may be four to

five.

So many researchers are did survey on the different
approaches which they used to find out the
The below
figure.1 shows the different approaches towards the

estimation of software cost [1][3][4].

cost estimation methods [1].
Models
Algorithmic
Approach
e
Function Point
Analysis

Figure 1. Different approaches of cost estimation

Non-Algorithmic
Approach

Top-Down
Based

Constructive
Cost Model

Expert
Judgement

Based based

Bottom-Up ‘ Analogy- |

‘ ANN ‘ Fuzzy Logic

Figure 1 gives an idea about the classification of cost
estimation models and it different approaches. After
the interaction done from the current industries
across the India, we came with a clear picture that

what approaches is used currently by the industries.
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Most of the companies they said that they are using
non algorithmic approaches, in that majority of the
organization said that they are wusing expert
judgement. In algorithmic approaches they are using

Functional point analysis.

The analysis of finding out the estimation methods
used by the different scale of the industries is given
one answer that they are following the expert

suggestions[2].

Non-Algorithamic Approch
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Figure 2. Non-Algorithmic Cost Estimation
Approaches

Figure 2 gives the clear picture of the non-
the

industries.Figure 3 gives the clear idea about the

algorithmic approaches used by current

algorithmic approaches.

Algorithamic Approchs
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Constructive cost
model
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Functional Point

Figure 3. Algorithmic Cost Estimation Approaches.
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When we asked about the stages of the estimation
most of the organization they said that the
estimation will be done in the initial stage of the plan
some industries reply that after getting all the
requirements of the project, and other companies

said that in all the stages of the software life cycle.

>

What Stages of the life
cycle done cost

estimation
60
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o 40 N\
® 30 AN
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Figure 4. Cost estimation done at the stage of the life
cycle.

Cost drivers used for the estimation:

In survey even concentrated on cost drivers [2] used
by the software industries. Its totally defending on
what type of software or application developed by
the software industries. Cost drivers like employee
experience in domain ,technology and number of
team members involved in the project[5][6] etc.,
duration of the project like long term project or short

term project, total efforts made by the team etc.

IV. CONCLUSION

The analysis are projected that software industries
which is participated in the survey is most of the
startup companies, in start-up companies cost
estimation decision made by director , large scale
companies project manager will be involved in cost
estimation. From the analysis we found that most of
the organization will follow the expert judgment cost

estimation and few of the companies were using the

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

tools and they says that compare to manual method

tools give accurate cost estimation.
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ABSTRACT

Recently due to technological and population development, the usage of vehicles are rapidly increasing and at
the same time the occurrence of accident have increased. Hence, the value of human life is ignored. The
improvement of science and technology has led to many changes in the way of life. When an individual
riding his/her vehicle, meets with an accident at remote place and especially during night hours, there is a
chance that the individual may suffer from a serious injury and there is no one around to help him. In this
regard, we have attempted to design an embedded application, which takes the responsibility of detecting the
accident by using various sensors and informs to the authority/friend/family members about the incident. The
system acts as an accident identification system that gathers and sends the vehicle information that met with
an accident, and conveys it to the nearest control room.Road accidents constitute the major part of the
accident .The purpose of the project is to find the vehicle where it is and locate the vehicle by means of
sending a message using a system which is placed inside of vehicle system.Therefore, GPS has become an
integral part of vehicle system. This proposal shows how to utilize the capability of a GPS receiver to monitor
speed of a vehicle and detect accident based on send accident location to an Alert Service Centre.

Keywords: GPS(Global positioning System), GSM(Global System Mobile)

I. INTRODUCTION

leads to unexpected things (accident) so every

individual life is under risk which then results in loss

In this Era, we generally communicate with different
persons situated in other parts of universe, within no
time with leading technology known as cellular
technology. The wusage of mobiles nowadays
increasing in such a manner where every individual
carry their own mobile handset, thus proposed work
is based on GSM technology which provides safety

system in the form of accident detection.

Present world there is a dynamic increase in the
world of vehicles. It seems to be like usage of
vehicles increased more compared to past years, so
there is high demand in purchasing of vehicles,
which relatively increases the traffic hazards and

road accidents.Thus increase in count of automobile

CSFEIT184620 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 92-95 |

of human life mean time, if any accident happened
and if there is unavailability of immediate safety
facilities/measures an individual can avail then no
problem but if not solved to resolve the same we
have come up with an idea to overcome accident
prevention and after accident also how to
communicate to the nearest location like police
control or hospitals. Therefore, at that situation the
consequences can be concentrated. Our Proposed
system makes an effort to provide the emergency
facilities to the victims over a period. In huge
organizations, drivers make illegal use of the vehicles,
which may result in financial, time loss of the

these  purposes,

organisation.  Apart  from
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thisconceptcanbe preferred for tracking of stolen

vehicles and vehicular sales etc.

II. LITERATURE SURVEY

N. Watthanawisuth et al [1] has designed a system
using accelerometer and GPS tracking system to
monitor the accidents. The components include an
accelerometer, microcontroller unit, GPS device and
GSM module. As accident occurs, the wireless device
will send mobile phone short message indicating the
position of vehicle by GPS system to family member,
emergency medical service (EMS) and nearest

hospital.

Hoang Dat Pham et al [2] presented GPS and GSM
systems to track down the vehicle more effectively.
The vehicle location can be obtained in form of
Coordinates, which can be transmitted using GSM

modem to the relevant person’s mobile phones.

According to the research done by Rashida Nazir[3]

et al described the use of SONAR to prevent accident.

GPS module helps us to locate the 99accident
locations in terms of latitude and longitude and GSM

module is used to send the message on mobile.

In present situation, in remote areas, we cannot
detect where the accident has occurred and hence no
information related to it, leading to the death of an
individual. The research work is going on for
tracking the position of the vehicle even in dark
clumsy areas where there is no network for receiving
the signals. In their work GPS and has insisted for
tracking the position of the vehicle, GSM is used for
sending the message and the ARM controller is used
for saving the mobile number in the EEPROM and
sends the message to it when an accident has been
detected. Hence, with this project implementation,
detecting the position of the vehicle where the
accident has occurred is easy, so that we can provide

the first aid as early as possible.
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S. Sonika et al [4] has expressed suggested the
possible shortest path thereby reducing the chances
of getting the ambulance stuck in the traffic. This
reduces the time lag by making use of RF
technologies that controls the traffic signals. At
present criteria, in remote areas, we cannot detect
where the accident has occurred and hence no
information related to it, leading to the death of an
individual. The research work is going on for
tracking the position of the vehicle even in dark
clumsy areas where there is no network for receiving

the signals

Sri Krishna Chaitanya Varma et al [5] explained that
if an accident happens, the impacted side of the
vehicle is found by the impact sensors. After
collecting all information which is stored in internal
memory, controller sends this data to base or

surveillance unit via SMS using GSM modem.

III. IMPLEMENTATION

Our

information unit consists of different sensors like

accident detection and vehicle tracking
vibration sensor, accelerometer and modules like
GPS, GSM, SMPS, LCD, Arduino Uno, relay control
unit etc. to perform various operations of the project.
All the interconnections between different modules
and sensors, whichhave been done according to the
circuit diagram. The circuit requires 3.3V, 5V and

12V for the operation of different modules.

Control unit consists of a transistor switch who
isinON and OFF condition depends on the binary
combination outputted from microcontroller. In
normal condition, microcontroller will send a 0 (low)
on the control line, which will switch off the
transistor and the relay connected with the collector
circuit will be in the non-excited condition. When
of the

microcontroller sends 1 (high) on control line which

any one abnormal condition occurs,
switches on the transistor and excites the relay coil.
In this condition, the buzzer or any equivalent

device can be turned off or on depending on the

[z L




requirements of the project by connecting either to IV.BLOCK DIAGRAM
NC or NO.

SERIAL
. . Zensorsto detect
Microcontroller Atmega328A is the heart of our accident EEFROM GaM Unit
. . . . . . (Vibration sensar, ni
system, which is a single chip microcomputer with
I/O ports, timer, clock generator, data memory, Microc VA
program memory, stack, ADC and serial ports etc. It J ontrolle |— [ **
is a 28 pin DIP IC which can be used for many Emergency r
Y Switch |
control application like cameras, motor speed control, - | LB
isplay
waveform generation, musical tone generation, \l/
. . i | Buzzer
printers, monitors, UPS, etc. The software of the Mfg’ie
project is written in (high-level language) embedded Roasd
C and code is uploaded into chip using open source
software Arduino IDE 1.8.5. i ,| POWER
SUPPLY
A 16 x 2 LCD display is utilized to display the status Figure 1
of operation, data values, names of parameter etc. It
requires less hardware and consumes less power V. RESULTS
when compared to LED display. It is used to display
the location and status of operation etc. Buffer is Thus, by implementing all the modules we
used to increase the current capacity. In our project, achieved the results as the coordinates (latitude
we have constructed this driver unit by using an and longitude)of the accident victim using the
NPN low power transistor BC547. The output of unit based on our implementation as shown

micro controller is connected to input pin of buffer below.
IC. A relay is a simple electromechanical switch
made up of an electromagnet and a set of contacts.

Relays are amazingly simple devices.

Accelerometer is used to check the tilt condition.
We are using ADXL 345 in our application it has
three outputs X Y Z which are given to analog input
pins of Arduino to convert analog into digital. The
digital values are stored in memory and then
compared with reference values to take correct
decision. GSM is global communication unit, whichis
used to send information to the authority during the
accident. We use AT commands to send the short
message to the authority. It works with 3.3. V supply
and send ASCII data using serial communication.
MAX 232 chip is used to convert RS232 to TTL logic
voltages and vice versa. GPS unit is used to identify

the location using altitude and works with serial data

transmission at 9600-baud rate.
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Proposed system is better than other existing system
as it gives the exact location of the accident
happened and it sends theaccident’s information to

the required authorities and family.

VI.CONCLUSION

The designed vehicle for accident detection and

tracking system by using GSM and GPS. When

accident occurs, it senses by sensors. The coordinate
of location of accident obtained by GPS, are sent via

GSM network to the authorities. It is the fact that

implementation of system will increase cost of

vehicle but it is better to have some percent safety
rather than having no percent of safety. This method
is verified to be highly beneficial for the automotive
industry. The proposed system can also be used for
traffic estimation and accidents survey in the
country by health department with slight
modification. Hence, this concept can be extended to
other automobileSectors. As well, it can also be
implemented in trains.
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ABSTRACT

The Simply_Do is an Android application is to eliminate all and everything to keep track of in mind. Because

of other jobs, the person might forget to do things at the right time when he needed them. And another

intention is to eliminate all the manual work that is performed on a sheet in the form of small pawns. The

chances of getting lost may be possible very often. As soon as the user goes to the mall, he can use this

application to purchase the items he added first in the list, so the chance of losing items will be gradually

reduced and things will not be forgotten. The main agenda for developing this application is to store the items

in the form of lists that will be useful to the public.

Keywords: Android applications, Lists, Items, Statistics.

I. INTRODUCTION

A shopping list is a list of items that must be
purchased by a buyer. Consumers often compile a
grocery shopping list to purchase at the next visit to
the grocery store. The list can be completed
the

incrementally depending on the shopping needs

immediately  before shopping trip or
during the week. The shopping list can be a piece of
paper or something more elaborate. There are pads
with magnets to keep an incremental list at home,
usually on the refrigerator. To obtain the same result
you can use any magnetic clip with scraps of paper.
There is a device that dispenses a strip of paper from
a roll for use in a shopping list. Some shopping carts

come with a small block for grocery items.

Home computers allow users to print their own
custom list so that the articles are simply checked
instead of written, or they can manage the list

completely on the computer with custom purchase

CSEIT184621 | Published — 08 May 2018 | May-June 2018 [ (4) 6 : 96-101 ]

list software. PDAs completely eliminate the need
for a paper list and can be used to facilitate
comparative purchases. There is online software to
manage shopping lists from mobile phones and from
the web. E-commerce sites typically provide a list of

online shopping for repeat buyers on the site.

So overall, shopping in today's world has become a
daily activity essential for most people. And because
of their busy life program they will forget one or the
other thing whenever they need it and even the
person cannot remember his total spending that he

spent throughout the month.

To overcome all these problems, a fully functional
Android called

developed. This application allows the user to create

application Simply_DOwas
the list and can add items to that particular list with
its price and its quantity. The user can give high
priority or low priority to each list he has created. In

addition, the user can set the rest for the particular
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list, so that the application can understand the user

by increasing the notification.

II. BACKGROUND

A. Purpose
The purpose of developing Simply_ Do is an android

application is to eliminate each and everything to
keep track in mind. Due to some other work the
person may forget to do the things at the right time
when he needed. And another intension is to
eliminate all the manual work which is carried out
on a paper in the form of small chits. And the
chances of getting lost may possible on very often. As
soon as the user go to the shopping mall he can use
this application to purchase the items which he
added in the list earlier, so the possibility of missing
the items will gradually reduce and the things will
not be forgotten. The main agenda to develop this
application because there is no such good android
application is developed to store the items in the

form of list is introduced in the market.

B. Android Operating System

Android is a mobile operating system (SO) currently
developed by Google, based on the Linux kernel and
designed primarily for touchscreen mobile devices
such as smartphones and tablets. The Android user
interface is mainly based on direct manipulation,
using tactile gestures that correspond generally to
real-world actions, such as scrolling, touch and
pinching, manipulation of objects on the screen and

a virtual keyboard for entering text.

Android applications run in a sandbox, an isolated
area of the system that does not have access to the
rest of the system's resources, unless the access
permissions are explicitly granted by the user when
the application is installed. Before installing an
application, Play Store displays all the necessary
permissions: a game may have to enable vibration or
save data to an SD card, for example, but it should
not be necessary to read SMS messages or access the

phonebook.
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ALARM + BROWSER * CALCULATOR *
CALENDAR * CAMERA *+ CLOCK * CONTACTS *
DIALER * EMAIL « HOME + IM « MEDIA PLAYER
* PHOTO ALBUM * SMS/MMS + VOICE DIAL

CONTENT PROVIDERS * MANAGERS
(ACTIVITY, LOCATION, PACKAGE,
NOTIFICATION, RESOURCE, TELEPHONY,

AUDIO MANAGER » WINDOW) + VIEW SYSTEM

FREETYPE - LIBC *
MEDIA FRAMEWORK « 8
OPENGL/ES *
SQLITE* SSL+
SURFACE MANAGER *
WEBKIT

CORE LIBRARIES *
ART * DALVIK VM

“§  AUDIO * BLUETOOTH + CAMERA * DRM
* EXTERNAL STORAGE * GRAPHICS «
INPUT « MEDIA + SENSORS * TV

DRIVERS (AUDIO, BINDER (IPC),
BLUETOOTH, CAMERA, DISPLAY,
KEYPAD, SHARED MEMORY, USB,
WIFI) - POWER MANAGEMENT

Figure 1. Core android application

C. Existing Solutions

In the present existing system there is no other
android application to store the items name in the
form of list, and also the remainder cannot be set to
that particular list. Everything is done through paper
and it is a tedious task to maintain records, also it
will be a hectic job for keeping track of everything
on mind. Present manual work is time consuming
and it takes lot of man power to complete the work.
In this age of advanced technology, doing all the
work manually and with use of paper leads to decline
in productivity. Difficulties in maintaining the
records and it will be less secure. These typical
processes have a lot of disadvantages which are
mentioned below.

v Manual Work
Time Consuming
Chances of human error
Report Maintenance
Wastage of paper

Possibility of record destruction

AN NN N N

Contingency planning.
III. PROPOSED SOLUTIONS

The main purpose of this android application is to
create and manages the list of items. It helps the user
to keep track about the things which he needs in his
day to day life. Also he can set the remainder and
can be intimated at the right time whenever he

needed. The overall money spent for that particular
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week or that month can be visualized through a bar
chart. It reduces the time consumption and workload
that exists in the current system It also helps to store
various lists for the user to access the records. The
proposed system makes the searching of the records

easier than the existing system.

A. Objective of the Proposed Solutions

The main objective of this application is to efficiently
store the items in the form of lists and it will be
available for the user whenever he needs it. This
application is fully automated that not only saves a
lot of time but also gives the fast results. It is cost
effective, the user just needs to create the list with its
name and go on adding the items to the lists with its
names and its quantity. Also he can add extra notes if
he needs to refer for later access. With this proposed
system it is easy to maintain record. It will be an

easier process and less time consuming.

B. Benefits of the Proposed Solutions
Reduces the human effort
Reduces the human errors

Reduces paperwork and saves paper.

AN NN

Reduces the time for scheduling invigilation

duties

C. Feasibility Study

Feasibility is a measure of how beneficial the
development of the information system will be to an
organization. This is done by investigating the
existing system in the area under investigation or
generally ideas about a new system. It is a test of a
system proposal according to its workability, impact
on the organization, ability to meet user needs, and
effective use of resources. The simply_do android
application will be more helpful for all users who are
shopping addict in their day to day activity. While
creating the list first they need to make sure that the
list which is not existed in the current available list
names. Each list will be of with its unique names so

that while identifying the items is much easier.
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D. Use case diagram

The diagram shown in Fig. 2 is the use case diagram
of the application. The purpose of this diagram is to
help visualize the scope of the application. It also
represents the list of functionalities and depicts the
base interactions that might occur between the

system and the actors on the application.

System

Create List

Add ltems

Sorting List

! View Statistics
Actor

Settings

il e X o N R

Share

Figuer 2. System use case diagram

- Primary Actor: User

- Main Success Scenario (Basic Flow):

v' User will create the list with the list name,
remainder and the priority to set the list to be
viewed.

v User need to add the items which is purticular
to that list.

v' User can sort the list with its name in
alphabetical order, date and time, quantity,
price, category.

v' User can view the statistics which is to be
viwed for the day, or else can be viewd for the
whole month and a year.

v' User can share the list via third party
applications which are available in his mobile

device.
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- Extensions (Alternative Flow): *a. at any time
system fails: Restart the application.
- Requirements:

* Android device

+ File sharing app on device

E. System architecture

e

&
l'l
e

Mobile Device

Figure 3. System Architecture

™
\

- uses the simply_do application
| 4 ?

User

Figure 3 shows a schematic diagram of the overall
system. The user going to open an application in an
android device and he use the same application.
While using the application first he needs to open
and he need to create the list. After creating the list,
then all the items need to be added particular to that
list and need to be sorted based on ascending or
descending order. Then overall statistics can be
viewed for the day, month or for the whole year

where the user had spent.

F. Features

e  Prioritization of the list regarding importance of
items.

e  Setup of deadlines and reminders. The reminder
will appear as a notification.

e  Visualizing of shopping activities through a bar
diagram.

e Adding of categories, stores the additional notes
to products. AndPossibility to add a product
picture.

e  Sharing of lists and products as text without the

requirement of special system permissions.
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IV. SYSTEM MODULES

A. Creating the list
In this module the user need to create the list with
its name, setting the priority to that particular list
and setting the deadline for that list which is created.
e List name
There is unique name for each list which is
created in this application. There should not be
any duplicate names used for the list as the
constraints mismatch may happen in the
application. The list name should be related to
the items in which the user is adding to that
particular list.
e Setting the priority
There are two priorities given for each list
which is created one is high priority and
another one is normal priority. If the user
chooses the high priority for the list then the
list will appears at the top of all other lists
which is available in the application. And if the
user chooses normal priority then the list will
get stored randomly with the other list.
e Setting up deadline
While creating the list if user checks the
deadline option then he need to select
appropriate date with time for the prior
announcement of the list which is getting
expired. So that the user will not get forget

about the list and its items.

The deadline notification will be raised in the
mobile like a alarm and will be at the top of all
other notification.

B. Adding products to the lists
This module will add the items or the products to the
particular list which is created earlier. The user
needs to set the quantity with its price for each items
which he created. Also the user can add additional
notes particular to that item.
e Product name
There is unique name for each product which

is created within the list. There should not be
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any duplicate names used for the product as
the constraints mismatch may happen in the
application. The product name should be
related to the items in which the user is adding

to that particular list.

¢ Quantity and Price
The user has to set the quantity for each
product which he add to the list and price for
the particular product will be added. The price
can be in terms of Rupees or Dollars in which
the user has chooses at first while opening the

application.

C. Sorting a list

After creating the list with followed by its items then
the user can sort out the list which he created based
on the different options available in the application.
The user can sort the list based on the alphabetical
order either in ascending or by descending of the list.
The user can also sort the list based on its price,

quantity, date and time.

D. Stastics

After all the items purchased the user needs to mark
or check all the items with its quantity and its total.
The user in this module need to select the date range
in which the price vs month or quantity vs month
should display in the application. The user can group
the products based on month, week and day or by
category, the store name in which he bought and by
product wise. At last the total expenditure of the
particular group which is chosen will be displayed in

this module.

V. BENEFITS
e Simply Do is an android application
whichcompletely relinquishes the
advertisement.

e  Sharing of list or product data without access of
the phone contacts.

e All saved data in the statistics can be deleted
permanently with just a few clicks. All this data
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lives only inside Privacy Friendly Shopping List
and cannot be accessed from outside.

e  Only the camera permission is needed, so you
can take a picture for a particular product.

e  All other features will be at your disposition.

VI. CONCLUSION

Simply_Do is an android mobile application which
helps the people to keep track of their shopping list
with created date and time. This application is easy
to use, robust and offers the ability to track your
shopping list. The main purpose of this android
application is to create and manages the list of items.
This application helps the user to keep track of each
things which comes in day to day life. Also he can
set the remainder and can be intimated at the right
time whenever he needed. The overall money spent
for that particular week or that month can be
visualized through a bar chart. It reduces the time
consumption and workload that exists in the current
system it also helps to store various lists for the user
to access the records. The proposed system makes the
searching of the records easier than the existing
system. In the next stage of development, using

Cordova this application will be moved for IOS,

windows phones and Blackberry using cross platform

development.
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ABSTRACT

Data mining is an enactment of inspecting the enormous preceding databases in order to produce new
information. In this paper we will be detecting communities from trajectories. In existing algorithm
trajectory clustering is performed based on a single information source such as location data, regrettably
additional information are ignored, due to these discovering the communities in trajectory data sets are not
trustfully. To overcome these we proposed trajectory community for the multi-source scattered modelling
based on the user recommendation. It combines additional information with raw trajectory data and fabricate
the scattered process on multiple similitude metrics. Based on these scattered modelling we will be
constructing the multi-modal scattered process and optimizing the heat kernel to learn the ordered kernel.

Then compact sub-graph detection is used to discover the set of diverse communities. At last based on this

information, we proposed a novel model for user recommendation.

Keywords: Trajectory, clustering, community, scattering.

I. INTRODUCTION

Now a day’s everyone needs a social media to gather
the information. When peoples are staying in
different regions then getting or sharing the
information about the social recommendation will
be difficult, hence to overcome these, community
are made, which helps to bring the people together
and support each other in the fight to overcome
those problems. Early days communities are
detected by a social connection and by a graph
division, but due to this privacy become the main
problem and it is very difficult to capture
connection in human society. To overcome these
we started to capture human moments through Wi-
Fi and GPS devices. Then the question arises that
how we can detect communities? In this paper we

will be going to detect the communities from
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trajectories (it refer to the moving objects). The
community detection is usually achieved by
clustering. The objective of trajectory clustering is
to identify cluster from a set of trajectory of moving
objects 12, Some of the examples of trajectory data
are human behaviour tracking, animal movements,
vehicle positions and many more. We are inspired

by some of real time use cases such as:

Social Recommendation: When a group of people
visits a mall or browsing canter they will
recommend a new products or sites for their
purchase and they will be inform about the new

offers.

Online and offline behaviour analysis: By merging
knowledge of the people who communicate with

their social media with the people who
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communicate physically, by using these knowledge
social scientists will be able to create adaptable

methodologies of human social interaction.

In this paper we will be going to identify group of
objects from trajectory based on some behaviour
and movements. The main difference between
clustering and community is, clustering contains
group of objects and communities is the collection

of clustering.

II. RELATED WORKS

Multifeature object trajectory clustering for video
analysis: In these paper based on the behaviour of
the peoples we will calculate the sample patterns. It
mainly consists of three steps namely: in the first
step we will extract the trajectory features spaces; in
next step we will extract the adjacent clusters and in
the last step based on these details we apply the
merging procedure which helps to merge the
common adjacent clusters. This algorithm is
evaluated based on the standard data sets and
compared with state of art techniques. By using this
method we can discover the common pattern in

videos.

Making recommendations from multiple domains:
Now a day the large amount of data has been
available in the World Wide Web, a recommender
system is being used to filter the important
information that would help the users. Traditional
systems suggest based on the single domain such as
movie and book domain. Current work has tested
the interrelations in different domains and designed
models that exploit the user preferences. However,
these methods are based on matrix factorization and
can only be applied to two-dimensional data.
Transferring high dimensional data from one
domain to another requires decomposing the high
dimensional data to binary relations which results

in information loss.
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The effect of context aware recommendations on
customer purchasing behaviour and trust: In
particular, we did live controlled experiments with
real customers of a major commercial Italian retailer
in which we compared the customers' purchasing
behaviour and measured their trust in the provided
recommendations across the contextual, content-
based and random recommendations. As a part of
this study, we have investigated the role of accuracy
and diversity of recommendations on customers'
behaviour and their trust in the provided
recommendations for the three types of RSes. We
have demonstrated that the context-aware RS
outperformed the other two RSes in terms of
other economics-based

accuracy, trust and

performance metrics dCross most of our

experimental settings.
III. SYSTEM ANALYSIS

A. Existing System
These are some of the drawbacks in the existing

system:

Previously trajectory clustering is completely based
on a single information source such as user location
data B12; due to these community relationship and
real world relationship will be missing and results
will be false identified. And due to these multiple

information sources will be not considered.

Communities are usually identified over a link
based graph which captures only pair wise
communication 4 5161, Such communication details
are not promising and such details has technical
limitation and identification of communities are

misleading.

We can able to measure the edges in the pair wise
connection but measuring the communities within
that connection will be difficult and it is difficult to
categorize the incorporate additional similarity

metrics.
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B. Proposed System

In this paper, we will discover communities from
trajectories, which main intension is to identify
group of objects from the trajectory data set. Our
main approach is to measure the behaviour of
multi-source scattered process and combining the
different dimensions into a single multi-attribute
weighted combination. In early approach we will be
forming a community based on single information
source, such as location data, but here we will be
considering the multi-information source and then
we will form a community. The peoples who are
present within this community can be able to share
and gather the information related to social
behaviour

recommendation and online/offline

analysis.

Our project mainly consists of user, admin phase,
general recommendation and recommendation.

Admin: Administrator has the responsibility of
ensuring that the administrative activities within an
organization run efficiently, by providing structure
to other employees throughout the organization.
These activities can range from being responsible
for the management of human
resources, budgets and records, to undertaking the
These

responsibilities can vary depending on the customer

role of supervising other customer.
and level of education. His main role is to control
the overall operations. Whenever a new person
wants to join for community then he will send the
request to the admin by filling up the registration
form. Based on these personal details admin will add
him to the community and he will post some of the
information which helps the user.

A user is a

User: person ~ who  uses

a computer or network service. Users generally use

a system or a software product without the
technical expertise required to fully understand
it. Power users use advanced features of programs,
though they are not necessarily capable of computer
programming and system administration. When
users are authenticated from the admin, based on

the username and password they can able to login,
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and will be allowed to communicate with each

others. The wusers are allowed to post the
information to the other users. If he is interested in
others, he can able to send the request to them.
Mainly when he wants some suggestions from the
others, then he can be able to obtain the details.
Examples: If the user wants to purchase any dresses,
but he don’t have any idea about where to buy them
and in which shop the discounts are there and then
based on the user trajectory data he can able to get

the information’s easily.

Recommendation: In this module, we develop the
estimation of query resolution probabilities. So far
we have assumed that resolution probabilities for
queries of different types are known. In practice
they can be easily estimated. In order to ensure
unbiased estimates can be obtained at each node,
suppose a small fraction of all queries is marked
‘RW’, forwarded via the random walk policy with a
large TTL, and given scheduling priority over other
queries.
General Recommendation: In this general
recommendation, a group of customers stay longer,
visit more stores and spend more money than a
single customer, and while the mixed groups (male
and female together) stay for a shorter duration,
they spend more money and visit more stores.
Clearly, these preliminary results provide evidence
that mobile advertisements should be carefully
targeted to differentiate between individuals and

groups (and different group types).

C. System Architecture
Figure 1.1 shows the system architecture which

consists of mainly three distinct phases:
e In the first phase based on the trajectory data

we will calculate four distinct dimensions, namely:
Semantic kernel: It contains the information about

the sequential sites within the trajectory. Consider

the example that, if we have N distinct site, then the
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each trajectory can be specified by site transition

sequence with corresponding sensual intervals.

Example: If the user is moving from source A to
destination D, then he needs to pass through the
different sites and he may pass in different
directions(A->B->C->D or A->C->B->D), these all
information will be monitored and based on these
results the group will be formed and will

represented as K1.

- oy

Semantic Kemell

Trajectories

Ki + K2 + K3 + K4
Weighted combination

Community A .
. ' Community B * .
) * )

Community C

Dense sub-ghaph

Figure 1. System Architecture

Temporal kernel: It contains the information about
the amount of time the people will spend. If we
consider the example of shopping mall, there we
will obtain the temporal data based on the amount

of time the customer spent in a specific shop.

Example: Consider the user A, if he is rooming
inside the shopping mall, then if he sawed any
interested thing then he will stop at that point and
he will spend some amount of time there, incase if
he is not interested in anything he may move out
quickly. These results will be combined and the

obtain results will be named as K2.

Spatial kernel: Spatial data is nothing but the earth

data, which consists of the location details. It is used
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to measure the spatial similarity among the
individual trajectories. We can use the global
alignment kernel to measure the closeness among

the trajectories.

Example: Consider the users called A and B, if they
travelling, then the spatial similarities between the
user A and user B will be calculated and the

obtained results will be considered as result K3.

Velocity kernel: It is measured based on the velocity
of the moving objects. For example if we take a
group of peoples who are moving, then based on the
movement the peoples will be classified. That means
people who are moving slow will be categorized
into one group, and people who are moving fast will

be categorized into another group.

Example: Consider the user A, if he is travelling
from source S to destination D, then the amount of
time he is taking to reach the destination will be
monitored, that is based on whether the user is
moving fast or whether he is moving slow will be

considered and the results will be stored in K4.

Above 4 similarities are compute by applying proper
kernels for each dimension to extract the key

relevant features.

e In the second phase we will combine all these
similarities based on weight and multi-modal
diffusion process and based on these results the
trajectory community discovery will be performed.
(K1+K2+K3+K4)

e In the last phase we use the dense sub-graphs
detection method to detect the highly connected
sub-graph from the graph. Based on these trajectory
communities will be detected from similarity

values.

IV. CONCLUSION

In this paper we recommend trajectory community

for a multi-source scattered modelling. Our main
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approach is to measure the behaviour of multi-
source scattered process and combine the different
dimension into a single multi-attribute weighted
combination. The community detection is usually
achieved by clustering. The objective of trajectory
clustering is to identify cluster from a set of
trajectory of moving objects Experiments were
conducted on real life datasets like: customer in a
shopping mall, students present in a campus
building and cab drivers in a city. The results
indicate that our user recommendation method
detects the sends the

correct groups and

information to target from different trajectory data.
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ABSTRACT

Brain undertakes the responsibility to simulate the sense like touch, taste, vision, smell and hearing to
perform some actions for the human. In General, Right Side Brain is worked as Imagination, visual effects
than Left brain as well as Left Side Brain is too logical and with critical Thinking. Alzheimer diseases provide
the communication as a chief to destroy the cell based on the memories, feelings and their thoughts.
Progressive period can be varied based on age and the intake of the healthy food particles. Basically as in
General, Language is recognize by the Left over than Right. Multiple tomography screening supports to
identify the medical aspects of syndrome pattern. Data Prediction supports to identify the thinking capability
over the brain of Alzheimer’s, just for an easy communication and conversion over them as habitually.
Keywords: Alzheimer’s disease, Brain Functional Exploration, Data Prediction, Right over Left Terminology
I. INTRODUCTION v" Involvement from their work or social activities
v" Fell more depressed, fearful, confused or anxious.

In General, Alzheimer’s diseases is a main blowing

factor on destroying the brain communication over
their memories. Before state into a full view about
the Alzheimer, some basics things are analyzed for
the survival to react further. The factor findings
syndrome for the cause and identification of

Alzheimer diseases are

v" Memory loss

v" Trouble in problem solving

\

Feel difficulty to finish the easy and well known
work

Confusion with time or place

Problem with the visual effects

Reading and writing the words in a language

Trouble in Retracing the misplaced things

DN NN

decline or poor decision making

CSFEIT184623 | Published — 08 May 2018 | May-June 2018 [ (4 ) 6 : 107-111 ]

As the disease may provide a progressive disorder of
the brain based on destroying the memory and
reasoning ability rather almost in the older adults.
Alzheimer’s Diseases are traced from the dementia,
which also relates to loss of thinking ability, memory

loss related to their routine day today life activities.
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Healthy Brain

Figure 1. Comparison of the Normal brain with

Alzheimer Disease

The main cause of the memory sustainability can be
based on

Side effects on some medicines intake
Depression

Insufficiency of vitamins

Drinking more alcohol

Blood clots or tumors in the brain

Head injury

NN N N NN

Kidney, liver or thyroid problems

Alzheimer disease is affected more than 75 % in
United States and related to the gene it may or may
not be affected for the younger people. Among the
survival level, it mainly affects the older aging of the

adults as more than younger.

Ages of People with Alzheimer’s Disease in the United
States, 2016

W 85+ years

W 75-84 years

M 65-74 years

<65 years

Figure 2. Aging Factor in United States

Dementia is a range of conditions highly affects with

loss of cognitive functioning. They are various types

Volume 4 | Issue 6 | May-June 2018 | www.ijsrcseit.com

of dementia include are: Parkinson’ Disease,
Creutzfeldt-Jakob, Huntington’s disease. Treatment
can be materialized after the full survival related to
the syndrome and other test like, blood and urine
test. If require they can take CT scan or MRI. Still
the view of the disease provide a no result as an
medical solution, some drug therapy are planned and
implemented to save their life to be prolonged in
future.  Other Therapy can be needs a good
assistance to provide a quality of the brain storming
on learning and cognitive training as lifelong.
[3]Community detection of the brain is trace based
on flexible and inflexible assignment based on the
two regions over their network modular structure.

I.  PROBLEM STATEMENT

2.1 RESEARCH TYPE:

Planned approaches always provided
as much as possible results to predict the data as per
the functional features. Whenever the research
applied to the medical aspects can be descriptive or
explanatory type, because the vector analysis will be
approaches either to an individual or to a set of
peoples. Similar way, the research is simulated with
multiple environments along with the multiple
parameters as an ongoing terminology.

2.2 RESEARCH OBJECTIVE:

The main objective is to analyses and
supports the patients, those who are identified as
having Alzheimer’s. The root cause of the disease has
to be factorized and make them simplified, by
analyze the various mining factor on process of the
data collection are:

v’ At what age factor the disease get highly affected?

v" What type of food habits may them to avoid the
memory loss?

v" How long the later and early syndrome can be
predicted and warned

v How to analyze the brain work function

v How to stipulate the right over left to access the

memory in easy way




II. PERFORMANCE FACTOR AND
TERMINOLOGY

3.1 AGING FACTOR ANALYSES

The parameter which is mainly found out is the age
factor. Diseases can be affected due to any type of
cause and the surrounding of the every individuals
life nature. In general, the Alzheimer disease highly
affected to older adults than younger. As the study
crossed with the limited tolerant to analyze the
category, memory loss happens highly to the older
age factor behind 65 and the pre-stage determination
are identified at the age of 40 to 65.

3.2 SYNDROME ANALYSES IN EARLY AND
LATER STAGE

As of know no medical stimulation are record in the
human body when the Alzheimer disease are
recognized to the patients. Evert aspects are defined
based on the mental ability. To recognize in the early
stage the main syndrome is language problem (right
words or read words).The prolonged terms and
future for the easy communication which happens as
everyday activities will be forgotten. When they
tried to remember, depression happens to them.
Later Syndrome is mainly identified based on their

decision making and problem with their visual

effects.

mﬁna
Dnuucenan s in Symptoms
of
. . . Alzheimer’s

Poor or decreased
judgment

abovact Thinking

Symptoms of
Alzheimer's disease

Figure 3. Syndrome of Alzheimer Diseases

III. IMPLEMENTATION RESEARCH PROCESS

Implementation of the proposed method applied
based on the parameter related to the Alzheimer
disease feature. Parameters defined as dependent

variables are listed as:
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1. Age - toidentify the age of patients

2. Gender - to identify the gender of the patients

3. Syndrome — to identify the symptoms of the
patients as in early or later stage

4. Perplexed questions set — to check the possibility

of the recovery stage.

Age and gender parameter supports to recognize the
statistical level of the diseases affected in the current

trends easily.

Syndrome are detected and defined with codes, to
identify it easily as in feature. Data Prediction is
applied to defined as an algorithm process as an step
to reconcile the syndrome are in early stage or in
later stage to intimate warnings and protect the

patients with more care.

Memory Loss

Froblem with visual effects

Reading and writing the words in a language
Depression

Confusion

Figure 4. Syndrome Text View

Perplexed question set will be involved as jagged
manner of array sequences and mainly differs from
every individual as well as by every moment of
action.
Brain Functional Exploration are recorded
unpatriotically as per the requirements of the

stituation,to recall as memory by applying the Data

T —




Predication Procedure as an Algorithm to analyses

the feature as directly.

Data Prediction is functionally applied as distinct on
supervised Learning feature. Direct analyses over the
parameter of class values of new instances, which are
applied together for the findings of the Right over
Left Terminology as a signpost for the process
implementation. The main reasoning over the
terminology is recorded as a set of values for the
single query event and record it as like a jagged array
“The

problem” may arises to stipulate the brain functional

sequence or otherwise, Zero-Frequency

exploration as null to recall from the memory.

IV. PROPOSED WORK

5.1 RIGHT OVER LEFT TERMINOLOGY

In general for an normal human brain, Left side
brain identifies the languages and think too critical
with logical reasoning ability, where as the right side
brain work as an virtualization or imagination with
more creative thoughts and manner. Highlighting to
the Alzheimer disease, the factor is vice versa. To

make their brain as strengthen, visual impacts can be

approached to sustain their activities a little bit easier.

Problem can be overcome on Visual detection of the

right brain over the left factor are

v’ Ability to identify the objects and face in easier
easy

v' Difficulty comprehend separate parts of a scene
at a once , recapturing the activities as often by
their assistance

v" Difficulty with reading test can be crossed check

with vision regularly

Perplexed questions are stated to identify the current

status of the diseases. To recognize
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Figure 5. sample screening view

the level and to stipulate the various remember of
their life’s, visual effects will provide sufficient
analyses to improvise the memory thoughts over

than imaginations of the objects.

An ideal illustration is applied to analyze the related
objects and things, family members and relatives
images are visualized regularly through the care
taken which intrudes the right brain to identify
easily and supports to left brain for the voice

communication through language.

V. CONCLUSION

The pattern enriched with perplexed form will
definitely supported to analyses the stage of the
diseases and provides a certain solution to proceed
further

tomography level of the test will intrudes to regulate

on their memory staging. Multiple
the food habits in a nominal way. Energy level
Transferring to the brain cell plays a vital role of the
memory loss. As plotted the visual effects will
supports them to recall the near-to-near habitually
easily, not exactly through a 100%, but it depends on

the care taker, who provides an intended practice

4




progressively to carry over their life by recalling,

whenever required.
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